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Abstract

Cauchy distribution is a good example of a distribution that has many
strange properties and is usually used as a counter example to show that
some statistical properties are not always true. In this paper, some hidden
properties of the Cauchy distribution are highlighted and studied in details.
The focus is to closely look at some very interesting properties of the
Cauchy distribution that are rarely mentioned in classrooms. Mentioning
these properties in classrooms will have a positive effect on students’
attitude toward learning. One of the main properties of the Cauchy
distribution is that it has undefined or infinite moments; the odd moments
are undefined while the even moments are infinite. For this distribution, the
only way to summarize the data is by ordering them (order Statistics); it is
the minimal sufficient statistic. The relation of Cauchy to other distributions
such as the Normal, and Uniform are highlighted. The above properties
several other properties are discussed in details in this paper. We believe
that the content of this manuscript will be a real contribution to educational
statistics.

Keywords: Cauchy distribution, undefined moments, truncated Cauchy
distribution, Jenson’s inequality, overlapping coefficient.

* Department of Statistics, Yarmouk University-Jordan.
Received: 5/ 9/2024 . Accepted: 5/ 1/2025 .
© All rights reserved to Mutah University, Karak, Hashemite Kingdom of Jordan, 2025.

13


mailto:m-saleh@yu.edu.jo

A Rich Learning Statistical Lesson in the Cauchy
Mohammad Fraiwan Al-Saleh, Arwa Salem Maabreh

el Glgad daaa

opslaa Al (5

uadla

Dbl JBaS pading Le saleg dupadl aibaddl (e dael) o (gging aoigil lam Ve (858 aiigh 2
i) pailiad) s o eseall Jadeds 23 cndll 138 3L Lls dapaa ol &leany) pailadll ae o
Lo Dol lly aysil 1agd alaiad 5iall (aibiadd) (iany o duaald ki o)y Juatills linl)ag (odsS aajsil
UL Cge o ool 8 Bl Joeadll 3 pailadl) sda S (S L) Joendl) 3 Lo S3 o
allaall Ladlgs Y ol Basna ye allas o (sginn 4l (8 (35S il dant)ll (ailadll (saa] Jaa . alaill ola
o bl paalil sasgll dapkll (8 gl 13 Al A0S Y daag il allaall Leiy Baase e 20yl

A Adlasy) e (V1 sl g (il cililasl) Lads

00 cdlpa ) daals colaal) ad
+02025/1/5 adl Jsd g 2024/9/5 : &l pusis )
.2 2025 dadlgl) A3 ASleal) (Y (A53a Aaalad Aigiaa i) (§sds pran ©

14



Mutah Journal for Natural, Applied and Health Sciences, Vol. 40. No. 1, 2025.

Introduction:

The Cauchy distribution is a continuous heavy-tailed probability
distribution that was named after Augustin Cauchy in 1853. According to
(Stigler, 1974) in his historical review of this distribution, many scientists,
including Newton, Leibniz, and Maria Agnesi, investigated the Cauchy after
it first appeared in Pierre de Fermat's writings in the mid-seventeenth
century, and the first explicit analysis of the properties of the Cauchy
distribution was published by Poisson in 1824.

There are several applications of the Cauchy distribution; for example,
in quantum mechanics, it models the distribution of energy in an unstable
state of an atom, where the random variable represents the energy width of
the state that decays exponentially with time (Roe, 2012). The Cauchy
distribution can be used to model the ratio of two normal random variables
(Johnson et al. 1994) and it can be used to model financial returns, which is
essentially the ratio between the stock price at time n+1 and time n (Nolan,
2014).

The Cauchy distribution is commonly used as a counterexample for
many statistical properties that are rarely untrue; for example, the mean is
undefined; the average of a random sample is not a sufficient statistic. Some
other interesting properties are highlighted in this paper. These properties,
when mentioned by teachers during their classes in mathematics and
statistics courses, can be used to motivate students.

Section 2 contains a close look at the probability density function(pdf)
and cumulative distribution function(cdf) of the Cauchy distribution. The
moments of this distribution and the consequences of having an undefined
mean are the content of Section 3. Specifically, the distribution of the
sample average is discussed in Section 4. The Correlation between X -Y
and X +Y is discussed in Section 5. Section 6 covers some Cauchy-related
distributions. The overlapping between Cauchy and Normal distribution is
the content of Section 7. The truncated Cauchy distribution is explained in
Section 8. More details about using the properties of this distribution in
classrooms are given in section 9. The conclusions are the content of
Section 10.

The mathematical and statistical results mentioned above which will be
discussed in detail in this paper are not new, but they are new ideas for
mathematics and statistics teachers to use in classrooms. For some other
published work on educational statistics, see (Al-Saleh et. al., 2010) and
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(Al-Saleh, 2008), (Al-Saleh and Adam, 2024). For current work on Cauchy
distribution, see (Maabreh and Al-Saleh, 2023)

The Cauchy pdf and cdf

The pdf of the Cauchy distribution with location parameter 6 and
scale parameter A , denoted C (0, 1) , is:

f(x;e,i):i%, | X|<o0,|@l<oo,0< A <o0.
A X —6
14| 2=
A
Its cdf is: F(x;0,1)=0.5+1tanl(x 9).
T A

The standard Cauchy distribution has a location parameter of 0 and
a scale parameter of 1; X [JC(0,1) with pdf: f(x):l 1
T

(1+x%)°

The graphs of the Cauchy pdf with the same location (taken to be zero)
and 3 different shape parameters is given in Figure 1(It is obtained using
Scientific Work Place Package(SWP)). Clearly, it is symmetric around zero
which is the mode and the median of this distribution and its height is
1/ Ax. For C(6,4), @ is the mode and the median of this distribution and

its height is 1/ Az. The standard normal and Cauchy distribution are given
in Figure 2.

Figure (1) Pdf of Cauchy with §=0and 2=1,2,3

| X]< o0
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Figure (2) N(0,1) and C(0,1)
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Moments of the Cauchy Distribution:

If Xis C(8,4)then (X-6)/A is C(0,1). Thus, without loss of
generality, we will concentrate on C(0,1).

17 1 1 .
E(X):—jxl+x2 dx = — In(lx*) [, =oo—oc

175 2 _ .
E(X2)= ;[@ 1J):X2 dx=(1/7r)((1/2)7z+x—tan 1x)|m=oo.

Var(X)=c?=E(X?)—(E(X))".

Thus, the Cauchy distribution has undefined(indeterminate)mean and
variance. One way to visualize this is to look at a chart of the running
average of random samples drawn from a Cauchy distribution. If we
generate many random samples each of size n from C(0,1), then the

sample mean will not converge to a specific value. This behaviour is caused
by the heavy tail, where the tail of the pdf goes to zero very slowly.

As a result of the non-existent of the mean, the law of large numbers
(LLN) and the Central Limit Theorem (CLT) both fail for the Cauchy
distribution. In simple word, the LLN states that the average of a random
sample from a distribution converges in probability to the mean of the
distribution. The CLT states that the distribution of the average of a random
sample from a distribution with finite mean and variance converges to
normal distribution.
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500 random samples of size 1000 each were chosen from C(0,1). The
mean for each sample was obtained. Figure 3 is the graph of the means (the
x-axis is the sample number and the y-axis is the sample mean). Certainly,
the sample mean is unstable (does not converge); it fluctuates from about -
50 to 150.

Figure (3) Means of 500 samples, each of size 1000

150
|
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-50 0 50
|

[ [ I I I I
0 100 200 300 400 500

number of trials

The following numerical example clarifies the meaning of the
undefined mean and variance, the defined median, and the heavy tail
property of the Cauchy distribution. Using the statistical package,
MINITAB, five random samples of size 20,000 each were generated from C
(0,1). The summary of the data is given in the following table:

Table (1)Sample mean, median, standard deviation, minimum, and
maximum for 5 samples of size 20,000 each from C (0,1)

Sample Mean Median St. Dev. Min. Max.
#
1 4.6 0.0 568.5 -2749.9 77004.1
2 0.3 0.0 131.2 -6890 13355.1
3 -7.0 0.0 1124 -128829.0 62013
4 -5.8 0.0 556.1 -67706.5 1666.4
5 -0.5 0.0 138.3 -9181.9 12746.4
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The mean and the standard deviation fluctuate, which is an indication of
the undefined mean and standard deviation of the distribution, while the
median is around zero. The range (Min.—Max.) is very large, which is a
strong indication of the heavy tail of this distribution.

Definition: For a given random variable X , we have two associated
non-negative random variables [8]:

X if X >0
X "= max{X,0}= _
0 if X <0
0 if X=0
X" = max{—X,0}= I
-X if X<0

Clearly, X =X *—=X 7, and X"X~ =0. Therefore, the expected value
of a random variable X is E(X )= E(X*) -E(X ). E(X) is

defined(exists) if E(X ) or E(X ~) is finite. If both of them are infinite,
then E(X ) is undefined.

For the Cauchy distribution,

E(X") =E(X")=c0.and E(X?) =E((X")*)+E ((X")*)=c0.

To study E(X"), for any positive integer r, we need to use the
following inequality:

Jensen’s inequality: If X is a random variable and g(x) is a real
continuous and convex function (g'(x) >0) then g (E (X ))<E (g (X)),
[9].

g(x)=x%is convex because, g (x)=2. Thus, using Jenson’s
inequality:

(E(X")) <E((X")?)=E ((X)?)=w,
(E(X)) <E((X)?)=E((X)?)

Therefore, E(X 2) =00+400=00,

0,
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E(X ) =E((X =X )*)= ((x P _3X X 43X X T —(X -)3)
=E((X ")*=(X ")) =E((X ")*)-E((X )*).
(E(X")) <E((X")*) > E ((X*)*)=o0,(E(X)) <E((X)*)>E ((X))=

Thus, E(X?) = —oo=undefined . In general, for any positive integer r,

E(X)=E( (X=X )')= [i U )k(xwfk]

k=0

- [[ [ ] )(x+)”+...+(-1)f[:](x)f]Th

=E((X ) +(-1)" (X 1)), since XX =0
erefore,

B(XT) = E((X*))+E((X7)), ifriseven_{ © if 1 is even
E((X*)’)—E((X’)‘), if risodd |undefined if risodd.
he above implies that any central moment (that depends on the mean) is
undefined, so the variance is also undefined. As a result, the Cauchy

distribution does not have a moments generating function. However, it does
have a characteristic function:

If X is C(0,4) then Y=(X-60)/A is C(0,1). The characteristic
function of X is

Cx (t) :E(eitX ) :E(eit(9+/lY )) :eité’E(eit/lY ) :eitee—ﬂ‘t‘ :eitﬁ—ﬂ‘t‘ .

The characteristic function has no derivative at t=0, indicating that
there is no finite moment for this distribution (Florescu & Tudor,2013).

In summary, the Cauchy distribution has infinite or undefined moments,
has no moments generating function, the average of a random sample failing
to converge as the sample size increases, and @is the median and mode but
not the mean.
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The Distribution of the Sample Mean X

Let X,, X, ,...,X_ be iid C(0,4). The characteristic function of X

itx i3 % i it X )" it .
Cx(t)=E(eltX)=E(e - )=E[He " }=E(e "] _E(e)=e"

Thus, X has C(6,A)distribution; hence X provides no more

information about the parameters than any of the individual observations.
This seems odd; applying the factorization theorem, when A is known,
assumes A =1, the likelihood function is

14 1 n
LOIX X X)) == | ———==— (X Xp0eee X, ) €D
771:1[1+(x o) ﬂl:l[1+( 9) k)
Thus, X is not a sufficient statistic and (X
minimal sufficient statistic.

@ X @ X () IS a

Based on the above, there is no sufficient way to summarize the data in
a random sample from this distribution. The only thing we can do is to put
the sample values in an ascending order, (X ,,X j,...,X,). The

information in X about the parameters is the same as the information in a
sample of size 1.

The Correlation Between X —Y and X +Y

For any identically distributed random variables X &Y, with a finite

first and second moment, it is commonly known that the correlation
coefficient between X —Y and X +Y is zero, since

Cov(X =Y, X +Y)=E(X?*-Y*)=E(X?)-E(Y?) =0.
However, if X and Y are iid C(6,1) then the correlation coefficient
between X —Y and X +Y is undefined because E (X *)=E(/ %) =co.

This may be demonstrated by repeatedly taking two independent
samples from the Cauchy distribution and calculating the correlation
between the values of X —Y and X +Y for each two random samples. As
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seen in Figure 3 below, the correlation coefficient is unstable; fluctuating
from -1 to +1. The fluctuation in these values is an indication of the
undefined correlation coefficient. However, when the same procedure is
used with the Normal distribution, the correlation coefficient remains
approximately constant at zero.

This is another uncommonly known property of the Cauchy
distribution. The correlation coefficient, which takes a value between -1 and
1 and measures the linear relation between X —Y and X +Y, is
undefined in the case of the Cauchy distribution.

1.0 Variable
—®— cauchy(0.1)
—&— normal(0.1)
T 05
g -
v
=
ot
[¥]
g
o 00
o]
=
o
a
E
c -05
v
-1.0

2 4 6 8 10 12 14 16 18 20 22 24
trials

Figure (4) Correlation coefficient of X-Y and X+Y of random variables have
standard Normal and Cauchy distributions.

Some Distributions Related to the Cauchy Distribution

The Cauchy distribution is related to other important distributions;
some relationships are given below.

If U is Uniform(-%,%), then Y =tan(U)is C(0,1).
To show this result, letY =tan(U), then the cdf of Y is

G, (y)=p(f <y)=panU)<y)=pU <tan"'(y))=F, (tan(y)).
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Therefore, the pdf of Y is
d ] ] 1 11
9 (V)= LR @) [ =F tan ()7

y 7zl+y2'

Thus, Y =tanU ) C(0,1).

Using this result, random numbers from a Cauchy distribution can be
simulated by taking random values from Uniform(-z/2,-z/2),and

taking the tan of the wvalues. Note that if W is U(0,1) then
AW —Z Uniform(-7/2,7z/2). “"Generating from U(0,1) " can be
performed on many hand calculators.

C (0,1)is a t-distribution with one degree of freedom.

This can be seen by looking at the pdf of the t-distribution with v
degrees of freedom:

rCoh ey
f(t)=—(1+— . tel,v>0.

roWeve Y

If v=1, then F(E):\/;. Thus, T (t) =£L2 which is the pdf of
2 w1+t
C(0,2).
The ratio of two independent standard normal variables is C (0,1).

To show this result, let X ,Y be iid N (0,1), then their joint pdf is

1
- 2(x2ry?)

fXY(x,y)zie X,y ell.
' 2

X (so that X =WY); the pdf of W is (using the transformation

LetW =—
Y
method):
r: Tl Iwlyiey?) 17 ~lwzay?
fu @)= [ly] fx, @y,y)dy =2[y e dy ==[ye ?
—o0 0 T 72.0
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Thus,

Lwzy2|
1 1 e 11 1 1
f, W)= = = - —— (0+D)= = ——.
w W) 7 2(1+w?) - (1/2) 7 (1+w?) 0+ 7 (1+w?)

Thus, éD C(0,2) and W =|);—| isalso C(0,1).
So, from a very well-known and very popular distribution (the normal
distribution), we generate a very strange one (the Cauchy distribution).

Overlapping Between Cauchy and Normal Distribution

(Weitzman, 1970) introduced the concept of the overlapping
coefficient; this coefficient measures the similarity, agreement, or closeness
of two probability distributions. If fi(x) and f2(x) are two probability
density functions of two continuous random variables, then the overlapping
coefficient (A) of Weitzman is:

A= j min(f,(x),,(x))dx.
It was simplified by [12] as follows:
1 o0
A=1—5£| f,(x) — f,(x)| dx.

It was called the “Indifference Zone”. It is simply the common area of
the two distributions. The Cauchy distribution is symmetric about its
location parameter and is similar in appearance to the normal distribution
but with a heavy tail [3]. The overlapping between the Cauchy distribution
and the Normal distribution is shown in Figure 4. The indifference zone is
the shaded region; A is the area of this region.
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Figure (5) Overlapping between C(0,1) and N(0,1).

To find A, the intersection points first must be found:

If f(x) =F,(x) then
1 1 1 -5 22
= - 1+x%)e 2 = |<.
- LX) 2ﬂe = @+x)e -

Solving this equation numerically, we obtained x~+1.85123; let
x,=1.85123 ,and x,=-1.85123. Thus,

A:_];Bsie_xzdeJrleS L1 o+ Tie_x; dx

e N27 —1.85;(1+X2) 1 V2T

- p(Z < —1.85)4{1 tan x| } p(Z >1.85)
T -1.85

= (~1.85) +0.6845 + [1— D(1.85)] = 0.0322 + 0.68452 + [L— 0.9678] = 0.7489.

Truncated Cauchy Distribution:

The absence of finite moments limits the applications of the Cauchy
distribution. To circumvent this restriction, a truncated version was
proposed by (Johnson and Kotz, 1970). Consider the standard case, where
0=0 & A=1. A continuous random variable X is distributed as truncated
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Cauchy,TC(0,1,a,b) on the interval [a,b] if the pdf of X is:

a<x<b, where D=tan"(b)-tan™(a).lf a=-b,

1 1
g(x):5(1+x2)

then D =tan"(b)—tan™(-b)=2tan""(b). The  pdf s
1 1
X)=— —
9() D (1+x°)
truncated Cauchy, see Figure 6 below.

Figure (6) Truncated Cauchy distribution on the interval [-
b,b] where 8e[-b,b].

-b<x<b, A>0.This is the standard case of

Cauchy, Loc=6, Scale=4

Density

-b o b

Now, 8 =0& A =1 then

® 1" X
E(X):jbx g (x)dx :5£(1+X2)dx =0
2\ _ 1 " X2 _ 2 -1 _2b
E(X )_ijmdx—g(b-tan (b)) =51,

(Rohatgi, 1976) derived the first two moments in the standard case of
truncated Cauchy. Moreover, an explicit expression of E(X "), n>1 has
been provided by Stigler, 1974).

Now, if b=10"°, then this truncated distribution, TC(0,1,-10'°,10'°)

has all moments, and also the central limit theorem, as well as the weak and
strong law of large numbers, can be applied to an iid random variables. For
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all practical purposes, this truncated distribution is not very different from
the Cauchy distribution [15].

Using the Properties of Cauchy Distribution in the Classroom

The uses of the above properties and other related properties of the
Cauchy distribution in the classroom are highlighted in this section. They
can be a very good motivation for students to become more interested in
statistical topics. The properties are classified into 5 parts.

(1) Properties Based on the pdf and cdf of the Cauchy distribution

e For N(0,1), the mean= the median=the mode=0, while for C(0,1), 0
is only the median and the mode. The maximum value of the pdf is

1/+27 for N(0,1) and 1/ 7 for C(0,1), both occur at x=0.
e It is well known that 7 is the ratio of the circumference of any circle

to its diameter; it is also the area of any circle with radius 1. The
following are some other interesting facts about 7 :

0 o 2
If X is N(0,1) thenjﬁe%X dx:l:n:%(jeéx dxj .

—00

If X is C0,D) then [t dx=1=7= [ L.

T 14x

e The cdf of C(O1) is F(x)=[L-du=%+itan(x). Thus,

1+u

Ltan(x) =L,

14+x%

e It is well known that any continuous CDF, regarded as a random
variable, has the U (0,1) distribution. Thus, for this distribution,

Y=F(X)=1+itan*(X)is U(0,1).

e Based on that we have: tan™(X)is U(—%,%); E(tan™(X)) =0

2
VA

and Var(tanfl(X))zﬁ. Thus, X has an undefined mean and

variance but a function of it, tan™"(X), has a finite mean and
variance.
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e C (0,1 is a t-distribution with one degree of freedom.

e The minimal sufficient statistic for a random sample
X, X,,..., X from C (6,1) is the order statistic

(X(l), X 2yree X(n)) . There is no sufficient statistic of lower

dimension. Thus, the only way to summarize the data from
Cauchy is to put the values in ascending order.

(2) Cauchy Distribution as a Counter Example

e The even moments of the Cauchy distribution exit but are infinite
and the odd moments don’t exist(undefined);

E(X")= o0 if riseven
~ |undefined (indeter minate) if risodd.

e This is a good counter example of a random variable with undefined
or infinite moments and of an undefined integral.

e The Central Limit Theorem simply states that under some
conditions, the sample mean converges in distribution to normal. For
the Cauchy distribution, the sample mean is Cauchy. The law of
large number can’t be applied here; the sample mean doesn’t
converge in probability.

e |If X &Y areiid with finite first and second moment, then it is well-
known that the correlation coefficient between X —Y and X +Yis
zero, but if X &Y are iid C(0,1) then the correlation coefficient
between X-=-Y and X +Yis undefined because
EX?)=E({ *)=cx

e The numerical examples mentioned in section 2, are a suitable way
to clarify the meaning of undefined mean for students.
(3) Generation of Cauchy Distribution from very Well-known
Distribution

e If X is U(_%,%)thenY =tan(U)JC(0,2).

e If X,X, areiid N(0,1)then Y :%D C(0,1).

2
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Thus, this distribution with very strange properties can be generated
from a very well-known distribution. If X, X, have a finite mean, their

ratio may have an undefined mean.
(4) Similarity Between the Cauchy and Normal distribution

e The overlapping, (Indifference Zone), of the two densities of C(0,1)
and N(0,1) is the common region between the two regions under the
graphs of the two densities.

e The overlapping coefficient Ais the area of the Indifference Zone.

e The two densities are equal at x ~+1.85123 and A =0.7489. Thus,
the two distributions have about 75% overlapping (common area).

e The overlapping coefficient (A) shows a very large similarity
between the two distributions. This feature motivates the
researchers to use truncated Cauchy distribution (75% of it) to
overcome the problems caused by the non-existing moments of this
distribution.

(5) The Use of Truncated Cauchy Instead of the of the Cauchy

The unsuitable properties of the Cauchy distribution such as the
undefined or infinite moments and the inapplicability of the central limit
theorem and laws of large numbers can be dealt with if we use truncated
Cauchy distribution. Instead of the domain (—o0,o0), we can use (—a,a);

the distribution is a truncated Cauchy; its pdf is

1 1 & 2 3
—————for -a<x<a,c I =—tan"(a).
cz(x“+1) T x +1 Vs

1000 l
o If a=1000. then C= j —~ _dX=0.99936. Thus, the

1000 7z(X2 + 1)
truncated Cauchy at (—1000,1000) is almost the same as C(0,1).

Furthermore, this truncated distribution has finite moments, the
central limit theorem and the laws of large numbers can be used.

e To simulate from Truncated Cauchy, just simulate from C(0,1)
and ignore values that are larger than a or smaller than —a.
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Conclusions:

In this paper, we have examined several interesting properties of the
Cauchy distribution. Although all these properties are not new, some of
them are not widely known or taught. We looked at the fact that the Cauchy
distribution has an undefined mean, which makes the central limit theorem
and the law of large numbers inapplicable. We also showed that the
correlation between X-Y and X+Y for independent random variables X and
Y from the Cauchy distribution is undefined. It is shown that the average of
any random sample from the Cauchy distribution does not reveal any extra
information compared to any individual value, hence, the order statistics is
the minimal sufficient statistic. We also showed that the truncated Cauchy
distribution can be utilized in a closed interval to overcome the issue of not
having finite moments. Moreover, the relationships between the Cauchy
distribution and other distributions are highlighted. We are certain that the
contents of this paper will make significant contributions to educational
Statistics.
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