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authors in the same field must be consulted and referenced in their manuscript. In all of its forms, 

plagiarism behavior is an immoral behavior and takes many forms, such as the adoption of the research 
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as one of the authors of a manuscript as they should be responsible for the manuscript content: 1) present 

significant contributions to the design, implementation, data acquisition, analysis or interpretation of the 
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ABSTRACT.  The paper examines undammed low frequency oscillations (LFOs) that can lead 

to system collapse, citing the Jordan power network incident on May 21, 2021. Traditional 

model-based methods for studying LFOs' small-signal stability have limitations. To address 

this, an online damping controller based on an artificial neural network (ANN) is proposed. 

Unlike existing ANN-based methods relying on offline controllers, this novel approach utilizes 

pre-disturbance data from phasor measurement units (PMUs) to dampen oscillations 

effectively. The paper addresses challenges of partially observable systems in online 

eigenvalue prediction using ANN. MATLAB is used to implement a feedforward ANN system 

trained on PMU data. The study involves a three-area test system with various operational 

scenarios, training the ANN across 406 scenarios to predict eigenvalues and damp LFOs. 

 

Keywords: Undammed low frequency oscillations (LFOs), System collapse, Small-signal stability, Model-

based methods, Measurement-based identification, Phasor measurement units (PMUs), Wide area damping 

controller, artificial neural network (ANN), Post-disturbance data, Ring-down method.  

 

1. Introduction. The paper presented herein delves into the critical analysis of undammed low 

frequency oscillations (LFOs) and their potential repercussions, notably demonstrated by the 

incident in the Jordan power network on May 21, 2021. These oscillations, with the capacity to 

induce system collapse, are intricately linked to small-signal stability in power networks. 

Traditional approaches for understanding LFOs, primarily reliant on model-based techniques, 

have shown limitations as expounded in prior research. In response, this paper introduces an 

innovative solution in the form of an online wide area damping controller. This controller is 

grounded in artificial neural network (ANN) technology and is adept at identifying LFOs 

through real-time data acquired from phasor measurement units (PMUs). Unlike prevailing 
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methods, which necessitate offline controllers, the proposed approach leverages pre-

disturbance data, eliminating the need for such controllers. The paper also addresses the 

challenges posed by partial observability in predicting system behavior using ANN. The study 

emulates real-world scenarios, particularly focusing on the Jordanian power system, while 

incorporating fully observable systems as a representation of the future landscape. Employing 

a feedforward ANN system with a backpropagation training algorithm implemented in 

MATLAB, the research utilizes comprehensive PMU measurements encompassing generator 

angles, reactive powers, and bus angles. Through an extensive array of operational scenarios, 

the paper trains the ANN to predict eigenvalues, providing a robust framework for effectively 

managing and mitigating the impact of LFOs in power networks. 

The utilization of advanced wide-area monitoring through the incorporation of phasor 

measurement units (PMUs) facilitates a continuous evaluation of the operational health of 

power grid systems. Over the past two decades, the practice of dynamically monitoring power 

systems for real-time operation and control has become increasingly prominent within the field. 

A spectrum of both linear and nonlinear methodologies have been proposed by scholars to 

effectively gauge the dynamic responses and proficiently estimate the key parameters 

associated with prevailing low-frequency oscillatory modes. The assessment of power system 

modes is conventionally carried out through two distinct avenues: the modal-based approach, 

characterized by its propensity to linearize governing equations surrounding operational points 

[1], and the measurement-based approach, which inherently engages in data-driven analyses of 

system measurement data [2]. The IEEE task force focused on the identification of 

electromechanical oscillatory modes substantiates a comprehensive compendium of techniques 

deployed across modal and data-driven paradigms [3]. Although the efficacy of model-based 

techniques in accommodating the intricacies of large-scale power systems is restricted due to 

computational exigencies, concurrently, measurement-based methods, particularly those 

harnessing synchrophasor technology, are widely adopted to discern and delineate low-

frequency modes [4]. This category of measurement-based techniques, encompassing 

methodologies such as Prony analysis [5], matrix pencil method (MPM) [6], signal parameter 

estimation via rotational invariant techniques (ESPRIT) [7], auto-regressive moving average 

(ARMA) technique [8], and eigenvalue realization algorithm (ERA) [9], is ubiquitously present 

within a myriad of scholarly works. These techniques feature prominently in investigations 

pertaining to ring-down oscillation studies. Similarly, concerning ambient oscillation studies, 

techniques encompass transfer function methods [10] alongside subspace methods [11], [12]. 

Notably, the subspace approach garners enhanced precision, thereby rendering superior results 

in terms of accuracy; nevertheless, transfer function methods persist as the favored recourse in 

consideration of computational efficiency [13]. 

 

This paper initiates by performing online mode identification through an Artificial Neural 

Network (ANN). Subsequently, the influence of partial observability on predicting online 

eigenvalues is addressed. The research employs a feedforward ANN system along with a 
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backpropagation training algorithm, executed using MATLAB 2020b. Each training dataset is 

partitioned into 80% for training, 10% for validation, and 10% for testing purposes. To validate 

the model, diverse scenarios are generated for each system after undergoing training within the 

MATLAB toolbox. 

 

2. ANN-Based Electromechanical Modes Identification. Within this section, the estimation 

of electromechanical modes in the three-area test system with string configuration [14] is 

undertaken employing three distinct inputs: generators' angles, generators' reactive powers, and 

bus angles. These data sets can be effectively acquired using PMUs during the pre-fault 

duration. 

The three-area test system [14] encompasses five PV synchronous generators and a slack 

generator. The angles of these generators are contingent upon the operational state and system 

topologies. Herein, an Artificial Neural Network (ANN) structure is trained utilizing generator 

angles across various scenarios. The ANN system is trained using a comprehensive set of 406 

scenarios, comprising: 

• Load 9 ranging from 1300 MW to 1900 MW, incremented by 100 MW, for operation point A. 

• Load 12 ranging from 900 MW to 1500 MW, incremented by 100 MW, for operation point A. 

• Load 16 ranging from 800 MW to 1500 MW, incremented by 100 MW, for operation point A. 

• Load 12 ranging from 1300 MW to 1900 MW, incremented by 100 MW, for operation point B. 

• Load 16 ranging from 900 MW to 1500 MW, incremented by 100 MW, for operation point B. 

• Load 9 ranging from 800 MW to 1500 MW, incremented by 100 MW, for operation point B. 

• Load 16 ranging from 1300 MW to 1900 MW, incremented by 100 MW, for operation point C. 

• Load 9 ranging from 900 MW to 1500 MW, incremented by 100 MW, for operation point C. 

• Load 12 ranging from 800 MW to 1500 MW, incremented by 100 MW, for operation point C. 

All the aforementioned 63 scenarios are systematically replicated for various system topologies. 

 

TABLE 1. Number of cases collected at different topologies. 

Topology Numbers of cases 

Normal 63 

TL9-16 tripped 63 

TL12-16 tripped 63 

TL15-16 tripped 63 

TL9-16 and TL 15-16 are tripped 63 

TL12-16 and TL 15-16 are tripped 63 

TL9-16 and TL 12-16 are tripped 63 

TL9-16, TL 12-16, and TL15-16 are tripped 63 

Unsuccess Load flow 98 

Total 406 

 

An additional set of 160 validation cases has been meticulously selected to thoroughly 

scrutinize the proposed framework. These validation instances encompass a diverse range of 

load and capacitor values, introducing a comprehensive spectrum of scenarios. 
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Within each scenario, employing small-signal analysis (as elaborated [14]), the real and 

imaginary components of the eigenvalues (both local and interarea) are meticulously computed. 

The prediction of these five eigenvalues (comprising three local and two interarea modes) is 

executed through the utilization of four distinctive parameters: 

- Generators' angles. 

- Generators' reactive power. 

- Generators and load voltage angles. 

- Buses' voltage angles. 

The configuration of each system engenders ten outputs, split into the real components (five 

outputs) and imaginary components (five outputs) of the eigenvalues. Every system undergoes 

five rounds of training, encompassing an exhaustive array of 100,000 diverse architectures, 

each characterized by varying numbers of layers and neurons. This encompasses all possible 

permutations of 1-5 layers housing 4-13 neurons per layer for each respective system. The 

outcome of this extensive experimentation is the identification of optimal structures that yield 

minimal mean square error for each system, as meticulously tabulated in Table 2. 

 

TABLE 2. Optimal structures of the proposed ANN. 

System input No. Layer  No. Neurons per Layer 

Generator buses’ angles  4 [10 6 7 10] 

Generators’ reactive power  4 [10 10 11 11] 

Buses’ voltage angels  4 [7 11 9 11] 

Generators and load buses’ angles  4 [11 8 10 11] 

 

The optimal structure for each system is trained 500 times. The optimal design is selected based 

on the mean square error of all 406 samples. The best mean square error of the training, 

validation, and testing stages are shown in Figures 1 to 4 for each system. 

 
FIGURE 1. Performance criterion for the generator bus angle-based system. 
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FIGURE 2. Performance criterion for the generator reactive power-based system. 

 

 
FIGURE 3. Performance criterion for the buses’ angles-based system. 
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FIGURE 4. Performance criterion for generator and load bus angle-based system. 

 

Figures 1 to 4 provide a comprehensive insight into the optimization process for each system's 

optimal structure, which was subjected to 500 training iterations. The selection of the most 

effective design was based on the mean square error calculated across all 406 samples. These 

figures elucidate the best mean square errors achieved throughout the training, validation, and 

testing stages for each individual system. 

- Figure 1 illustrates the performance criterion for the system centered on generator bus 

angles. Notably, the graph showcases the evolution of validation performance, with the 

most noteworthy achievement being a validation performance of 0.012152, attained at 

epoch 291. 

- Figure 2 outlines the performance criterion associated with the generator reactive power-

based system. The graph captures the trajectory of validation performance over iterations, 

with the optimal validation performance of 0.015585 materializing at epoch 62. 

- Figure 3 expounds upon the performance criterion for the bus angle-based system. The 

graph elegantly captures the fluctuations in validation performance, with a strikingly 

favourable validation performance of 0.011733 recorded at epoch 138. 

- Figure 4 delineates the performance criterion for the system predicated on both generator 

and load bus angles. The graph showcases the dynamics of validation performance, 

culminating in a remarkable validation performance of 0.0096272, observed at epoch 123. 

In essence, these figures meticulously portray the dynamic nature of the optimization process 

for each system's optimal structure, spotlighting the epochs at which the most favorable 

validation performances were achieved across the training iterations. 

Based on the performance criterion depicted in Figure 4, the most optimal system is determined 

to be founded on generator and load bus angles. This particular system was refined over 123 

iterations through the utilization of the backpropagation technique for training the ANN 

structure. The ensuing model is explored in the subsequent analysis. 

The interconnections between layers, as showcased in Figure 5, contribute to elucidating the 

system's architecture. Within these figures, the larger squares represent relatively substantial 

values, while the smaller squares denote diminutive values. Moreover, the coloring of these 
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squares is indicative of the value's sign (negative: red (dark), positive: green (light)). These 

figures collectively grant insights into the relative magnitudes of the weights employed within 

the system. 

 

 
FIGURE 5. system Wights.  

Figure 6 showcases the confusion matrix encompassing both interarea and local-area modes. 

This matrix serves to validate the efficacy of eigenvalue classification. As evident from Figure 

6 (a), the accuracy of correct predictions stands at 98.3%, with a mere 1.7% attributed to 

incorrect predictions. The most pronounced confusion within outputs materializes between the 

initial two outputs, corresponding to the real parts of interarea eigenvalues. This occurrence is 
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deemed acceptable, given the proximity of real parts for both interarea modes. The concept 

underpinning the confusion matrix relies on a strict equality criterion with minimal tolerance. 

The robustness of the model is substantiated by the higher occurrence of correct predictions 

compared to incorrect ones. Consequentially, in light of these confusion matrix findings, the 

utilization of the mode index [15] is deemed unnecessary for oscillation mode categorization 

within this model. 

 

  
(a)                                                                 (b) 

 

FIGURE 6. Confusion matrix for (a) interarea modes (real 1, real 2, imaginary 1, imaginary 2) 

(b) local modes (real 1, real 2, real 3, imaginary 1, imaginary 2, imaginary 3) 

 

The histogram error is presented in Figure 7. From Figure 7, the maximum error is within 

0.002952. The online wide-area controller sensitivity should cover this error in both real and 

imaginary parts of the eigenvalues. 

 
FIGURE 7. Histogram error for all samples (training samples) 
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FIGURE 8. Output/target regression 

Output and target regression for the trained data is presented in Figure 8. From the Figure, the 

behavior of the system is very good. The validation data (160 samples) is applied to the model, 

and the prediction eigenvalues and the true eigenvalues are plotted at the same graphs in Figures 

9 for the local modes and Figure 10 for the interarea modes. 
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FIGURE 9. Local modes prediction for the validation data (160 samples) 

 
FIGURE 10. Interarea modes prediction for the validation data (160 samples) 
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Figures 9 and 10 prove the effectiveness of the application of the ANN in eigenvalues’ 

prediction using loads and generators angles. The fitting in the local-area modes is more 

accurate than that in the interarea modes. 

 

3. Oscillation mode identification for partially observable system. In this section, the 

assumption that the first area’s PMUs has a variance of (10−12), the second area’s PMUs has a 

variance of (10−11) and the variance of the third area’s PMUs is (10−10). It supposed that the 

data of the SCADA system has a variance of (10−6). Based on these assumptions, the measured 

data of each PMUs and the SCADA system are generated for all training (406 samples) and 

validation data (160 samples) in the previous section. 

Based on [16], the optimal PMU placement for the partially observable system by PMUs is 

obtained (bus 4 then 11 then 14). The three scenarios are considered here to obtain the 

eigenvalues from the measured data. The trained generator and load angle model in the previous 

section is selected here 

3.1. Partial Observable System by 1 PMU. In the three-area test system, three PMUs are 

needed to make the system fully observable. If the system is observable by the SCADA only, 

the white standard error with variance 10−6 are added to the actual data. 

For the first PMU location (bus 4 or 11 or 14), the error from PMUs is added to the measured 

data. the eigenvalues (real and imaginary parts) of the five modes are estimated using the trained 

model in the previous section. The error between the actual outputs (real and imaginary part of 

the eigenvalues) and the estimated are: 

 

Table 3. One PMU in the three-area test system. 

Error True data SCADA 

data  

One PMU at 

Bus 4 

One PMU at 

Bus 11 

One PMU at 

Bus 14 

Average 

absolute  0.066398 0.068022 0.066511 0.067927 0.067981 

Mean square 0.009904 0.010329 0.009943 0.010299 0.010321 

 

From the table, the optimal location of the first PMU is bus 4. The average absolute error is 

decreased from 0.068022 to 0.066511 by the first PMU. For all locations (Bus 4, bus 11, or bus 

14), the PMU enhances the prediction of the Eigenvalues. On the other hand, the high sampling 

rate of the PMUs makes the prediction is effective for the transient scenarios. The mean square 

error is also decreased for any location, but the optimal location (minimum error) is bus 4. The 

results validate the OPP for partial observability-based on the participation factor of the gain 

matrix. 

Figure 11 shows the average absolute error of the 556 samples for different PMU location. 

From the figure, the real part of the first local mode (output 1) and the real part of the interarea 

modes (outputs 4 and 5) prediction are enhanced when a PMU is installed at bus 4. The 

imaginary part of the interarea mode 1 prediction is also enhanced (output 9). The absolute error 

in output 7 (imaginary part of the third local mode) is decreased in the case of the PMU installed 

at bus 4, but this output is not affected if the PMU is installed at other locations. 
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FIGURE 11. Prediction eigenvalues error for the first PMU location 

 

3.2. Partial Observability System by 2 PMUs. The first PMU is installed at bus 4. Two 

choices for the second PMU are available (buses 11 and 14). The average absolute error of each 

output prediction in these two choices is shown in figure 12. The average absolute error, and 

the mean square error of these locations are: 

 

Table 4. Two PMUs in the three-area test system 

Error True data SCADA data PMUs at Bus 4 and 

11 

PMUs at Bus 4 and 

14 

Average 

absolute 0.066398 0.068022 0.066414 0.066486 

Mean square 0.009904 0.010329 0.009911 0.009935 

 

From the table, the optimal location of the second PMU is Bus 11. Once the third PMU is 

installed at bus 14, the average and mean square errors decrease to 0.066398, and 0.0009904, 

respectively. The results of the full system observability by PMUs are very close to the 

prediction using the true data. Figure 13 shows the average absolute error in case of the three 

PMUs are installed in the system (Full observable system). 
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Figure 12. Prediction eigenvalues error for the second PMU location 

 
Figure 13. Prediction eigenvalues error for the third PMU location 

 

4. CONCLUSION. In conclusion, the findings presented in this study underscore the 

significant potential of Artificial Neural Networks (ANN) in accurately predicting oscillation 

modes based on bus angle measurements obtained through Phasor Measurement Units (PMUs). 

The success of this prediction process is grounded in the utilization of ambient measurements, 

showcasing the applicability and effectiveness of data-driven methodologies in power grid 

stability assessment. 

The results vividly demonstrate that the ANN model achieves commendable accuracy in 

forecasting oscillation modes, a critical facet of ensuring power system stability and resilience. 

This achievement is a testament to the intricate capabilities of the ANN model to harness the 

inherent patterns within the measured angles of buses, thereby providing a valuable tool for 

real-time decision-making and control in power systems. 
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Furthermore, this study introduces a novel approach to optimizing the sequence of PMU 

installations, leveraging the predictive power of the ANN-based oscillation mode prediction. 

By strategically placing PMUs based on the anticipated oscillation modes, system operators can 

enhance situational awareness and expedite response times, bolstering the overall stability and 

operational efficiency of the power grid. 

As the energy landscape continues to evolve, the integration of advanced data-driven techniques 

like ANN promises to be instrumental in fortifying power system resilience and adaptability. 

This research contributes not only to the understanding of oscillation mode prediction but also 

offers practical insights into enhancing the deployment strategy of PMUs, thus heralding a new 

era of intelligent and predictive power grid management. 
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ABSTRACT. Traditionally, power companies are the driving force behind a country’s economy 

and disturbances in its services have severe effects. Advanced metering infrastructure (AMI) 

grids are vulnerable to network & web security attacks. The objective of this study is to pinpoint 

the risk mitigation measures that should be integrated into the electric power advanced 

metering grids of Jordan. The study investigates and proposes a Risk Management Framework 

(RMF) to minimize the risks of power fraudulent activity. AMI is vulnerable to electricity losses 

and hence the need to develop a system that would help mitigate this risk. To develop the RMF, 

we integrate security and privacy into the management activities, to assist in the organizational 

preparation of the processes and technologies needed for the ongoing energy system IT and 

OT convergence and digital transformation poses more cybersecurity concerns and essential 

requirements. We used the Quantitative Risk Management process utilizing the NIST RMF 

standards for financial risk impacts mitigation of energy losses in the AMI grid. The 

dependencies and influences between the dimensions considered are investigated, information 

gathering, and the collection of work data were carried out and used for quantitative analysis. 

This paper presents a pilot project study in collaboration with EDCO the developed and 

proposed RMF requirements, risk assessment and, finally recommends the implementation of 

the selected security controls for the AMI profile protection to mitigate the identified cyber 

risk. 

 

Keywords: Smart grid, AMI, Organizational Risk Management Framework (RMF), EDCO, security controls, 

SCADA security.  
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1. Introduction. In recent years, the great development in renewable energy resources and 

increasing of electric power demand poses new challenges on the distribution networks [1]. The 

present passive distribution networks (PDN) are of dual structure as they consist of substations 

and loads  [2]. Nowadays, there is a need to convert the current PDN into an Active Distribution 

Network (ADN) of a ternary structure; distributed generations (DGs), substations and loads [3]. 

In recent years, the great development in renewable energy resources and increasing of 

electric power demand poses new challenges on the distribution networks [1]. The present 

passive distribution networks (PDN) are of dual structure as they consist of substations and 

loads  [2]. Nowadays, there is a need to convert the current PDN into an Active Distribution 

Network (ADN) of a ternary structure; distributed generations (DGs), substations and loads 

[3]]. 

 

The future of electricity is on the Internet of Things (IoT) and recently the Internet of 

Everything (IoE). Traditional power grids are getting abandoned for smart and more efficient 

power grids [1]. According to the U.S. Department of Energy, energy reliability is one of the 

primary reasons behind the move toward smart grids. However, smart grids come with their 

challenges, such as the need to ensure cybersecurity [2]. As such, cyber security experts need 

to be involved in the development, and maintenance. Also, monitoring smart grids ensure 

maximum customer satisfaction and ensure that one of the primary sources of any country's 

security is maintained [3]. Energy is an essential resource for any country that wishes to ensure 

maximum security for its citizens, especially from external attacks [4,5,6,7].   

The need to ensure cybersecurity in these smart grids is not a matter of convenience or mere 

speculation, given the recent attacks on various power grids by hackers. On December 23rd, 

2015, in Ukraine, for example, the information systems of the three major energy distribution 

companies got hacked [8]]. Hackers allegedly sponsored by forces and states against the 

government in Ukraine successfully hacked the power grid and gained control. In the days after 

this, the country had no electricity, and cybersecurity professionals were the ones who helped 

to bring the electricity back online. The hack on Ukraine's power grid marked the first-ever 

successful hack on a power grid, and it marked the turning point in how countries viewed the 

need to have secure power grids [9,10]. The latter becomes more important with the move to 

use smart grids in most countries.  

The example above about a hack in Ukraine's power grid for political reasons is an extreme 

one to show why cybersecurity is essential for any power grid. However, there are other lesser 

reasons why it is vital to protect power grids from intrusion. One such reason is to ensure that 

energy there is no theft. Smart grids work using advanced metering where the consumers are 

charged depending on their usage, and the electricity cuts itself off if the subscription of the 

consumer is depleted. However, malicious consumers and intruders might override such 

instructions and steal energy from the grid. In addition to this, using a smart grid requires that 
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consumers share their personal information, and this information might get stolen [7] which 

poses a risk.  

Jordan has appreciated the need to use smart grids in its energy distribution. To this end, the 

Jordan Electrical Power Company is responsible for distributing about 66% of the country's 

energy consumers, and it intends to use advanced metering systems. Given that energy theft is 

one of the significant cybersecurity issues that would face such a smart grid, it is crucial to 

assess the possible vulnerabilities and possible solutions to mitigate this risk [11,12,13,14]. 

In summary, the critical issue in this study is to investigate the advanced metering 

infrastructure from an energy theft perspective. Energy theft is one of the most important 

reasons to implement risk cybersecurity management for energy power distribution in Jordan. 

The study will also explore the control measures that power companies can take to manage 

cyber risk to reduce theft energy risk. It will also assess the physical and digital attack surface 

and vulnerabilities associated with each AMI then make recommendations for appropriate 

security requirements. 

The organization of the rest of this paper are as a follow, in section 2 background, related work 

in section 3, RMF AMI pilot project in section 4, Finally, the results and conclusion are 

presented in section 5. 

 

2. Background 

 

2.1 Motivation 

The Energy and Minerals Regulatory Commission (EMRC) is responsible for regulating and 

monitoring the energy sector, generation, transmission, distribution, and electricity supply. 

EMRC recorded 19,962 cases of electricity theft in 2018. Also, Law enforcement personnel at 

the EMRC recorded 10,443 cases of theft, while employees at the three electricity distribution 

companies discovered 6,768 cases [12,13,15]. This month's report on the largest electricity and 

water theft in the Kingdom, which will now get submitted to the Judicial Authority, stipulated 

that the thief must get fined 2.7 million JOD. Finally, last month, a joint force of the Public 

Service Directorate and Gendarmerie seized equipment worth 300 thousand JOD used to 

embezzle electrical power. The above formal reported issues constitute the driver motivations 

for conducting this empirical research. Conducting this empirical research will help provide a 

solution to mitigate the energy theft problem in the Kingdom of Jordan [12,13,15]. 

2.2 Project Description 

The project objective is to conduct pilot project research to investigate electricity losses being the 

leading concern for power distribution companies for decades. Power distribution companies 

throughout the world are trying various new methods for detecting electricity non-technical 

loss. In combination with the innovation in information and communication, technologies 

Cyber Security threats, more unique and effective non-technical losses detection methods 

recommended by NIST aiming to implement RMF in the Jordanian power distribution 

companies to mitigate the risks affecting the smart grid infrastructure. The proposed development 

and implementation process of risk analysis solution allows for the practical consideration of 
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potential risk determinations. For this pilot project, the Quantitative Risk Management process 

methodology is employed utilizing the NIST RMF risk mitigation of energy loss in AMI. 

 

3. Related work 

 

Previously various studies have been conducted on smart electricity grid protection against 

theft and other malicious activities associated with cybersecurity. These projects and studies 

have identified various vulnerabilities in smart grids and solutions to these vulnerabilities. 

Langer, Skopik, Smith, and Kammer stetter assessed cybersecurity issues that face smart grids 

as they evolve from the traditional forms of electricity grids to the new types of smart grids [3]. 

The researchers understood that smart grids are made of various ICT components that are all 

vulnerable to theft and other malicious activities. In their article, the researchers sought to 

provide a solution to assess any possible cybersecurity issues with these smart grids. The 

researchers recommended a two-stream risk assessment method to determine the various risks 

in a given smart grid. The research suggested covered both the existing components and the 

near future developments of any current system. Fig.1 represents the model that the researchers 

recommended.  

 

 
FIGURE. 1.  Conceptual and implementation-based risk assessment in several interrelated steps 

[3]. 

The above method got implemented in Australia, and it was also evaluated in the course of 

the Austrian Research Project. The level of threats in smart buildings, e-mobility, customer 

premises, low-abvolt generation, medium-abvolt generation, grid test points, primary 

substation, secondary substation, grid service, and metering were all identified using this 

assessment process. Authentication, authorization, security mechanisms, integrity, availability, 

internal and external interfaces, confidentiality, data protection, system maintenance, and 

system monitoring were among the risks found. This method can be a great place to start while 

assessing the Jordan electricity grid risks.  

In their research, Mathas et al. explored the problems of Advanced Metering Infrastructures 

(AMI) [5]. The scientific and industrial progression through installing smart meters has 
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increased the demand side of technical and security risk management. Smart meters are an 

essential element of the AMI, where they enable two-way data communication between service 

users and utilities provider. The smart meter's real-time measurements generate a large volume 

of data that can be quickly transmitted to customers. Consumers may benefit from the smart 

meter's soundless functionality, but security issues and threats are significant problems and risks 

that should be tackled. Consumers will be unable to use the excellent features provided by smart 

meters if they are not properly prepared and risk-managed. The feasibility, investment, and need 

to preserve an acceptable degree of privacy through cybersecurity risk management must all be 

considered during implementation. 

Khattak, Khanji, and Khan also understood the possibility of vulnerabilities in smart meters, 

given that the Internet of Electricity was getting appreciated by energy companies and 

governments [2]. Given the advanced metering infrastructure implementations, the researchers 

decided to investigate the cybersecurity concerns in the increasingly complex smart energy 

grids. The researchers identified the AMI security issues as smart meter security, data collector 

security, communication, and network security. The paper suggested the following security 

control and countermeasure. a) Having the smart meters encrypted that protecting the 

communication between devices and networks. It would also help to reduce the chances of data 

and information security getting compromised. b) Authentication mechanism serves the same 

purpose as smart grid encryptions and ensures that only authorized people have access to critical 

controls and information in the energy networks, c). The availability mechanism ensures that 

the availability of the AMI infrastructure does not get compromised through vulnerabilities 

such as network jamming and packet flooding, and d). Jamming prevention mechanism to help 

with preventing the jamming vulnerability technique that malicious people might use on the 

AMI devices and networks. This study is essential for this research since it gives direction on 

some of the vulnerabilities to look for when assessing the Jordan electric grid and possible 

solutions for these cybersecurity issues.  

Yadav, Kumar, Sharma, and Singh conducted a study to determine the possible cybersecurity 

issues in smart grids and the possible solutions to these problems [11]. The researchers 

understood that given that smart grids rely on IoT, various cybersecurity issues must get 

addressed. The researchers identified the protection of consumer information, system 

availability, integrity and reliability, and confidentiality as some of the key cybersecurity issues 

that face the Smart grids. The researchers identified that the key goals of any smart grid 

cybersecurity are the availability of service, the confidentiality of data, and the integrity of the 

information shared. The researchers determined that the security of the smart grids would get 

compromised through 5 main methods, the use of malware, unauthorized access by internal 

users, the use of replay or repeat false messages, traffic analysis, and DoS attacks. The 

researchers suggested that the other cybersecurity measures for protecting networks ensure that 

the above methods do not work on a given smart grid. However, the researchers identified that 

this is only related to providing the users with efficient electricity availability, protecting their 

data, and focusing less on other security concerns.  
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Nonetheless, this is not the first study to identify energy theft as a possible issue in ensuring 

the cybersecurity of smart grids. Lopez, Sargolzaei, Santana, and Huerta also conducted a study 

to determine the threats and countermeasures present in smart grids when it comes to 

cybersecurity and identified energy theft as a possible threat facing smart grids [4]. According 

to researchers, the intention to steal energy from the grid will interrupt measurements before 

taking place, tampering with the stored data before, when, or after the measurements have been 

taken and stored in the meter. Also, one might modify the networks before or during the data 

logging by the meter. It is thus imperative to ensure that smart grids get protected against energy 

thefts. The use of theft detectors was the researchers' approach to the issue of energy theft. Theft 

detectors work by determining the average use of electricity per day against a certain 

predetermined threshold to assess whether electricity is stolen. If the average use is less than 

the minimum threshold per day, the assumption is that the energy is stolen.  

McLaughlin, Pdkuiko, and McDaniel [6], and [1] went further than Lopez, Sargolzaei, 

Santana, and Huerta to demonstrate where energy theft might take place in a given smart grid 

[4]. McLaughlin, Pdkuiko, and McDaniel studied the phenomenon of energy theft in advanced 

metering structures and found vulnerabilities that help malicious people steal energy [6]. Byres, 

Franz, and Miller, on the other hand, investigated the phenomenon of vulnerabilities in the 

SCADA systems using attack trees [1]. When the two are combined, it becomes easy to see the 

various stages in which malicious persons might steal energy from the systems. Using the 

concepts developed by [6] and [1] to investigate energy theft would be helpful for this research 

since it creates a benchmark and a body of knowledge in which the research can progress. The 

studies by [6] and [1] were limited in that they did not focus on the specific circumstances 

surrounding Jordan's energy networks and the possible solutions for these energy theft 

vulnerabilities.  

Perhaps, one of the best solutions offered to counter energy theft in smart power grids is 

provided by Sun, Hahn, and Liu [9]. According to Sun, Hahn, and Liu, various cyberattacks 

have happened that focused on AMI, including energy theft. The researchers concentrated on 

energy theft caused by network intruders from external interfaces including smart meters and 

information hackers. To address the issue of cyber-attacks, the researchers recommended using 

Anomaly and Intrusion detection systems (ADSs) [9]. These ADSs detect any type of anomaly 

or possible intrusions in the system and communicate them, alerting those people tasked with 

ensuring the security of the smart grid system. [1] presented a technique, This report, which 

focuses on the known sources of AMI threats, offers a holistic view as to how various security 

issues contribute to electricity theft being addressed. Future research should look at each of the 

known sources of threats in greater detail, and then apply suitable intelligent algorithms to 

evaluate data to create a model for timely decision support. [22].. 

Summary 

The above studies describe the research conducted in line with ensuring the cybersecurity of 

smart grids. The studies show the different methods and techniques used to detect security 

threats or possible intrusions and the solutions for ensuring that these security threats and 
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possible intrusions repetition. Given that this study seeks to focus on Jordan, these papers will 

form a basis for the following research areas, including offering solutions to the vulnerabilities 

identified in Jordan AMI that may enable intruders to steal energy.  

 

4. RMF AMI pilot project 

 

This pilot project is ongoing research on the Jordanian Power Distribution Companies (PDC) 

to investigate electrical losses risk mitigation. due to cyber-attacks for the evolving national 

Smart Grid components implementation and grid digitalization. As a follow-up to our research 

field of interest, we are harnessing our studies to solve national problems in the field of 

cybersecurity for energy distribution in Jordan. This pilot research will propose and implement 

RMF for selected security controls to mitigate risks at the AMI. The RMF developed a risk-

based approach process study that incorporates cybersecurity and privacy into the company 

management activities to aid in the organizational preparation of the processes and technology 

required to meet the energy system digitalization transformation requirements. The goal is to 

install smart grid AMI grid security controls on the electric grid for securing a designated 

region. 

4.1 The Study Preparation  

This research is carried out along with the agreement and authorization of the Electricity 

Distribution Company (EDCO) to provide the data and unclassified information and resources 

for a limited pilot project aimed at RMF implementation. The preliminary kick-off meeting is 

headed by the company's former General Director and attended by the director-general deputies 

for administrative, technical, and planning affairs and the concerned CEOs.  

National PDCs, EDCO alike various worldwide, is facing electricity theft and bribery in 

electricity usage as the two most serious issues facing PDCs. The broadness, security, and 

privacy of these issues limited the scope of the study to a partial RMF controls selection and 

implementation; other issues and controls are considered for any future collaborative work. 

Accordingly, data & information collection was achieved via several meetings with CEOs, 

department teams, staff, and published reports by national energy stakeholders to lay the floor 

to collect the data for the scope of this pilot project, making use of the company IT unclassified 

resources.  EDCO has a mandate for distributing electrical energy purchased from the National 

Electric Power Company (NEPCO) to the southern part of Jordan, the Jordan valley, and many 

rural areas in the country, operating different transmission and distribution electricity voltages 

to end-user facilities. This pilot project's scope is restricted to investigating energy losses caused 

by SMI devices network equipment for  a selected area in the company service coverage areas 

as a model to develop and recommend the RMF to be approved and implemented in phases to 

mitigate loss risk.  
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Typically, energy distribution companies, and EDCOs alike, have massive data gathered in 

their electricity distribution network databases to monitor, control, and manipulate, among 

other issues, it's Smart Grid electrical loss.  

An electrical loss gets caused by resistance in the flow of electric current in electrical 

networks and transformers. The loss is influenced by the square of the value of the electrical 

load flowing through medium and low-voltage networks. The voltage at which the networks 

get operated also affects it. If the current and voltage increase, so the electrical loss increase. 

Table 1 represents the real electricity loss rates on medium and low voltage networks in EDCO 

electricity distribution company (2018-2020) [12,13,15]. 

Table 1 and Fig. 2. shows the company's electric loss rate for 2018 and 2019 was (11.88%), 

which was higher than the (11.32 %) allowed by the Electricity Sector Regulatory Authority 

for the tariff period (2018-2019) without penalties. It also shows; that in 2020 the electricity 

loss increased to (12.88%), consequently exceeding the allowed limits and resulting in financial 

losses. The loss rate on low voltage increased from (8.2%) in 2018 to (8.6 %) in 2019, while 

the percentage of loss on MV networks increased from (4.0 %) to (4.5 %) compared the year 

2018, 2020 the MV increased to (5.58%). The increased MV and LV are the impact of COVID-

19. 

Table 1. Electricity loss rates on medium and low voltage networks 

  

Total losses    MV    LV Year 

11.88% 4.0% 8.2% 2018 

11.88% 4.5% 8.6% 2019 

12.88% 5.58% 5.55% 2020 

 

 

 

FIGURE. 2. Electricity loss rates on medium and low voltage networks 
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The company reported a loss rate of (12.88 %) in 2020, an increase from the previous year's 
loss rate of 11.88 %, and the reasons for this increase are due to the circumstances of the 
COVID-19, full and partial closures in the Kingdom of Jordan, which have directly affected the 
increase in electrical loss rates. That reduced the implementation plans to reduce non-technical 
losses, which led to an increase in the loss by (0.5%) and the most important of these 
procedures. Increased network tampering and attacks in 2019 were 569 cases, while in 2020, it 
increased to 710 cases. The latter was a result of customers' behavior and difficult financial 
circumstances. Also, it was caused by a lack of monitoring, decreased inspection, and detection 
due to closures and injuries to company staff. Particularly during the first phase of the 
pandemic, as this resulted in a decrease in the number of meters identified. It also caused an 
increase in cases of tampering, particularly given the company's inability to take any action, 
particularly at the stage of complete closure. 

 During the year 2019, the company worked to make all possible efforts to reduce electrical 
losses in all its forms through the following: 

• Identifying the electrical feeders and areas in which the electrical loss exceeded the 
performance indicators and determining the necessary measures to reduce the losses on 
these feeders and regions. The company has implemented several major projects to 
improve the performance of electrical networks and contribute to reducing electrical loss 
in the company according to the loss reduction plan. 

• To prevent tampering and misuse, the company conducted procedures for the detection 
and inspection of subscriptions, as well as prosecutions of cases of tampering, in 
cooperation with the Commission's judicial police and security authority (Public Security 
and the Gendarmerie), and filed an invitation with the courts. In 2019, there were 892 
cases, and in 2020, there were 882 cases. 

 

4.2 Security Control  

The presented recommendations are a cornerstone step to studying losses by specifying 
criteria for cyber-physical and knowledge networks in smart grids. Cybersecurity controls for 
protections, safeguards, or defensive measures (processes, protocols, applications, procedures, 
or even other intentions) intended to protect a system or its resources from 
cyberattacks[17,18,24].   

Also, to investigate and characterize principles that define selected cybersecurity controls 
applied to AMI to protect the smart grid, essential for the RMF development and 
implementation in the allocated region. 

Security controls can be classified as management, technical and operational controls. 
Management controls apply to problems that management must deal with, and focuses on 
security policy, preparation, guidelines, and requirements that influence the set of 
organizational and technological controls to reduce risk and protect the purpose of the company. 
The proper use of device hardware and software protection capabilities are examples of 
technical controls, steps that perform in parallel to protect critical and sensitive data, 
information, and I.T. system functions [16]. Establish automated protection against 
unauthorized access or misuse, aid in identifying security breaches, and support application and 
data security standards. Operational controls are mainly concerned with implemented and 
executed processes by those responsible for the system's use. Operating controls aim to enhance 
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the security of a specific technique or group of systems and are often based on management and 
technical controls [25]. 

The smart grid is a complicated system of systems, and to secure its mission of efficient 
power delivery, it needs more than one layer of security controls. Physical fences and 
surveillance cameras are only a few of the security controls available, as are encryption 
algorithms and digital certificates. Applying these security controls on the smart grid prevents 
the unauthorized disclosure of information, ensures that the information was not modified by 
an unauthorized source, and ensures that the services and information are available when a user 
or system requires them. Confidentiality, Integrity, and Availability (CIA) are the priorities of 
every physical or information security program. 

 The fact that the smart grid would include both legacy and advanced technologies is an 
added challenge, making defining the specifically required security controls, and where to put 
those security controls a difficult decision. The evolving nature of information flow in a smart 
grid network, as well as new applications for that information, further complicates the security 
landscape [26]. 

4.3 Security Controls for AMI  

Smart Electricity Meters (SEMs) installation at both client's end and substations is part of 
Smart Grids' modern digitalization of energy usage and costing scheme, which is controlled by 
the AMI. The latter supports the bidirectional data connectivity between SEMs and utilities, 
allowing for the development of a smart grid for the PDCs. The AMI is controlled and managed 
via instructions in real-time transmission the consumption data, and pricing information to both 
the utility company and the consumer. The SEM, customer gateway, verbal communication 
network, and headend are all components of AMI networks. Energy-related data is recorded 
and communicated by SEMs. Typically, they get arranged to record and supply customers' 
power usage and billing data at regular intervals, typically every minute.  

The client gateway connects the AMI network to customer systems and appliances. This 
network acts as a connection between the SEM and the AMI headend, permitting transmitted 
data to flow in both directions. Normally such connections are implemented utilizing Virtual 
Private Networks (VPN), Fiber, or wireless connections communication technologies owned, 
controlled, and managed by a third party. AMI security standards, threat sources, and SEM 
attacks all aim to manipulate data and are major cyber security concerns, although it jeopardizes 
revenue and customer privacy. Moreover, it is also capable of harming the overall operations 
of the power grid. Fortunately, the presence of these assaults and other criminal actions such as 
unauthorized procurement processes, sale, and manipulated equipment by company employees, 
involvement with consumers, typically via third parties, to commit energy thefts, and the 
illegitimate purchasing and selling of reserved vouchers. The existence of compromised data in 
the AMI indicates this. AMI Communications Network serves as a link between the SEM and 
the AMI headend, allowing data to flow back and forth.  

As a result, the protection methods to cope with AMI data, similar to those used to secure 
data in general, are justified based on access control, analysis and feedback, authentication, 
authorization, availability, confidentiality, integrity, non-repudiation, privacy, and 
accountability. 

Confidentiality, integrity, availability, and non-repudiation are the four basic AMI 
specifications (CIAN). However, the continued operation of CIAN is jeopardized due to cyber-
attacks, which usually seek to disrupt the AMI for energy theft. Risks to AMI's CIAN mitigation 
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occur in two ways: Viz ensuring the AMI's security requirements are maintained. Furthermore, 
automatically restored after any security breach or through diligent identification of threat 
sources [18]. Finally, the eventual following is that relevant models and algorithms are used to 
manage the parameters of the required systems. It is worth noting that an indication of a 
violation or threat indicates you have failed to meet all the CIAN's requirements; additionally, 
analyzing the threats and attackers offers more useful information for proper device 
management and surveillance [24].   

Control is defined as an operation, process, method, or another measure that eliminates 
damage by avoiding or stopping a security breach, mitigating the risk it can inflict, or finding 
and revealing it such that corrective action is taken. 

When analyzing the smart grid and security to identify Smart Grid Security Controls, it is 
crucial to determine what needs to be protected and why protection is so critical. The global 
power grid comprises various technologies and components, and electric utilities have evolved 
several business practices to ensure the reliable delivery of electricity [19]. 

AMI Security Profile provides a collection of baseline controls for safeguarding the AMI 
components. The controls are the outcome of a four-phase procedure that entails the following: 
1) smart grid use cases assessment 2) risk assessment, 3) domain analysis, and 4) analyzing and 
adapting national authority-specified controls. The collection of security measures is 
comprehensive. Aside from its definition, each step includes an explanation for adoption and, 
where applicable, future improvements or supplementary guidelines [24]. 

4.4 Risk Management Framework Methodology 

Research methodologies used for cyber security risk are the study of the documents of the 
act’s norms, international standards, procedures, international legislation, content analysis, 
comparative methods, and statistical and graphical presentation methods. Information gathering 
and the collection of work data were carried out by using the statistics of operational plans, risk 
analyses, and operational procedures. This contribution is the result of the above method in the 
form of a pilot project research methodology. This interactive research methodology has two 
parts: investigation and achievement, to establish the practice's progress based on the learning 
of individuals and workgroups. This pilot study provides the research team and others with a 
better insight into the problem and potential solutions. The NIST Special Publications 800-53 
Rev.4 & Rev.5 to control the security and privacy of information systems, organizations' 
standard and compliance framework are continuously updated that attempts to flexibly define 
standards, controls, and assessments based on risk, capabilities, and cost-efficiency, [31]. The 
NIST SP 800-53 rev4, NIST SP 800-82, and AMI security profile structures, as well as the 
associated practice standard and controls for risk reduction, provided the theoretical basis for 
this proposed risk management approach. The selected used rules to perform a quantitative risk 
analysis, plan risk responses; and apply controls to mitigate risks for this pilot case project are 
presented in Table 2. 

This section includes the pilot project chosen security controls guidelines from the Industrial 
management and Automation Systems Security measures (IACS) and NIST. IACS is an 
important part of the smart grid because it tracks and controls industrial processes in the entire 
power supply chain, from generation to disruption. As shown in Table 2, their safety is critical 
to the proper functioning of the power grid. Although this pilot project does not include all the 
smart grid's command and control areas, the security principle remains the same. When 
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implementing a control command, the control system must know that the command is 
transmitted from an authorized and authenticated source [24]. 

TABLE 2. Cybersecurity NIST controls specified in power systems' standards. 

Security Profile for AMI NIST SP 800-82 NIST SP 800-53 Rev.4 

Access control Access control Access control 

Audit and accountability Audit and accountability Audit and accountability 

System and communication 
protection 

Awareness and training Awareness and training 

System and information 
integrity 

Identification and 

authentication 

Identification and 

authentication 

System development and 
maintenance 

System and communications 
protection 

System and 
communications protection 

 

Information and document 
management 

System and information 
integrity 

System and information 
integrity 

Security measures and practices specific to IACS 

 Table 3 shows general implementation standards for security controls and procedures, 
IACS adoption, smart grid adoption, and AMI adoption. 

TABLE 3; general application standards within an AMI smart grid security control 

NIST SP 800-53 

NIST SP 800-82 

Security Profile for AMI 

4.5 NIST SP 800-53 rev4 

Security and Privacy controls for AMI data systems and organizations lay out a foundation 
of controls for securing information systems in government, based on a variety of statutory and 
regulatory documents, guidelines, and business criteria. Policy formulation and management, 
awareness and training, contingency planning, incident response, staff protection, systems 
procurement, and other security aspects are addressed by the controls, which are organized into 
18 families that represent unique security topics. Furthermore, it devotes a substantial portion of 
its material to illustrating the control selection process, which can be used as part of a risk 
management strategy.  

4.6 NIST SP 800-82 

Limiting physical access to IACS networks and reducing access to IACS networks (e.g., 
through network isolation, DMZ, multilayer, access control), protecting against vulnerabilities, 
detecting security incidents, maintaining a multidisciplinary security unit, successful networking 
and information sharing, fault tolerance, graceful decay, device restoration, and defense-in-depth 
are some of the Key protection priorities identified in NIST SP 800-82. As an outcome, an IACS 
defense strategy can include IACS-centric policies and procedures, knowledge and training, 
security across the life cycle of IACS components (from design to disposal), a multi-layered 
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network with critical operations performed in the most protected subnetwork, and other elements 
derived directly from security objectives. The paper goes through each of these points in detail. 

4.7 Electricity Regulatory Framework in Jordan 

Jordan has laws and regulations governing the responsible use of nuclear energy and general 
electricity. The safe use of nuclear energy issues in April, has provisions for authorization, 
disposal of radioactive material, emergency preparation requirements, administrative sanctions, 
inspection, safeguards, safety responsibilities, liabilities and punishment, enforcement, and 
physical protection. It is important to follow the stipulated regulations when dealing with nuclear 
energy sources, given their toxicity and lethality in case they are not handled well. These are 
enforced with the help of the Jordan Nuclear Regulatory Commission, which was established in 
2007. The rules used to regulate the nuclear energy climate in the country follow the IAEA safety 
standards, and EU, USDOE, CNSC, IRSN, and KINS commissions to ensure the responsible 
use of nuclear energy[14].  

The general Electricity Law concerns the illegal use of the electrical system, unlawfully 
connecting, stealing electrical power, or even assisting a person in such activities will result in 
imprisonment from 6 months to two years. Other Punishments that one might also face include 
fines of less than two thousand dinars but not more than 10,000 dinars or both imprisonment and 
a fine. Sabotage will result in imprisonment for a period of one month to one year or a fine of 
fewer than 500 dinars (not more than 2,000 dinars) or both imprisonment and fine. Negligence 
results in one week's imprisonment to three months or a fine of not more than 500 dinars or both 
imprisonment & fine. 

These general electric laws are regulated with the help of the EMRC. Electricity tariffs, 
payment fees, service fees, disbursements, royalties, and link charges to the transmission and 
distribution system are all determined by the Electricity Regulatory Commission, which was 
instituted in 2001.  

5. Results and conclusion 

Figure the RMF framework proposed in this pilot project results from an actual initiation 

process in which the company team and the researcher (research team) worked together 

consciously. Losses for real-time data processing over three years. The RMF, as well as the 

assessment processes for cybersecurity-related threats and mitigation management 

methodologies, as well as active project team participation, aids the study in becoming more 

successful in risk management methodology adjustments.  

Because of the pilot project's limitations, development and implementation are limited to; 

General application requirements measures and procedures that specify cybersecurity areas and 

controls, with the adoption of a smart grid and Security Profile for AMI profile summarized in 

appendix A [29]. 

Adapted from NIST 800-53 shows a set of guidelines for conducting security and privacy 

control assessments for information systems. We recommend systematic assessments, 

performed in phases for the system implementation. The access control family catalog 

procedure to assess the security controls and control enhancements in NIST Special Publication 

800-53, Rev. 4 & Rev. 5 protection and privacy controls.  

The implemented procedures are adaptable and customizable, allowing the company to conduct 

security and privacy control assessments that aid internal risk management processes and are 
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coherent with the company’s acceptable risk tolerance, aiming to develop effective protection 

and privacy evaluation plans with this information.  

 

 5.1 Future Work 

The recent annual 2021 report of The National Electric Power Company (NEPCO) stated that 

the Company's accumulated losses amounted to JD 5,135,023,755 as of 31 December 2021, 

which exceeds 75% of the paid-in capital. This report is another strong motivation fueling the 

researcher to undergo this vital research challenge that needs continuous risk assessment, 

identification & mitigation.  Also, Jordan's PDC undergoing digital transformation activities 

ought to improve its cybersecurity strategies. A Risk Management Plan is needed to guide the 

project team and managers during the implementation and development of the RMF cyclical 

process to incorporate principles of security and risk management into the organization’s 

system policies and procedures. A defined document for the RMF Plan that collects all 

necessary and valuable information for the researcher to manage the appropriate risks, including 

the RMF objectives and tolerances, the identified methods, strategies, and procedures to detect, 

assess, plan responses, monitor and control risks, utilizing the defined models to use. 

To expand the RMF development and implementation with continuous improvements, extra 

information from the company team may be required to identify the security requirements and 

utilize a systematic asset assessment required for RMF practices by acquiring knowledge and 

encouraging them to engage in the risk management process’ phases and feel their contribution 

in the improvements through effective engagement. 

A risk Monitoring and Control process for implementing risk mitigation plans, controlling 

identified risks, monitoring risks, identifying potential risks, and evaluating the efficacy of risk 

management systems that have been put in place. 

A further direction is to study SCADA security risks associated with data communication 

networks utilizing Virtual Private Network (VPN) connectivity to connect the AMI and SEMs 

grids. VPN data communication security on the public network is based on the CIA triad 

concept in network security. To investigate when VPN may be used, and when to recommend 

the use of VPN to have protected communication based on anonymity communication. Also 

SCADA, OT (Operational Technology), and IT (Information Technology) systems have 

become increasingly interconnected, creating new cybersecurity threats and vulnerabilities. 

 

5.2 Research limitations  

 

As predicted, some challenges arose during the pilot project's implementation and creation of 

the RMF methodology due to the adoption of a new practice. These challenges were due to the 

following factors: novelty, the timing of the research study during COVID-19 together with 

staff working remotely from home; restricted time available; and public awareness of the 

importance of cybersecurity and risk management. As an innovative approach, the suggested 

technique, method, and procedures were placed on the project team.  
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APENDIX A 

A catalog of procedures to assess the security controls and control enhancements in Special Publication 800-53. 

FAMILY: ACCESS CONTROL 

AC-1 ACCESS CONTROL FOR EMPLOYEES  

 Assessment Objective: Determine if the organization 

AC-1(a)(1)  

AC-1(a)(1)[1] develops and documents an access control policy that addresses: 

AC-1(a)(1)[1][a] purpose; 

AC-1(a)(1)[1][b] scope; 

AC-1(a)(1)[1][c] roles; 

AC-1(a)(1)[1][d] responsibilities; 

AC-1(a)(1)[1][e] management commitment; 

AC-1(a)(1)[1][f] coordination among organizational entities; 

AC-1(a)(1)[1][g] compliance; 

  

AC-1(a)(1)[2] defines personnel or roles to whom the access control policy are to be disseminated; 

AC-1(a)(1)[3] disseminates the access control policy to organization-defined personnel or roles; 

AC-1(a)(2)  

AC-1(a)(2)[1] 

 

develops and documents procedures to facilitate the implementation of the access control 

policy and associated access control controls; 

AC-1(a)(2)[2] defines personnel or roles to whom the procedures are to be disseminated; 

AC-1(a)(2)[3] disseminates the procedures to organization-defined personnel or roles; 

AC-1(b)(1)  

AC-1(b)(1)[1] defines the frequency to review and update the current access control policy; 

AC-1(b)(2)[2] reviews and updates the current access control policy with the organization-defined 

frequency; 

AC-1(b)(2)  

AC-1(b)(2)[1] defines the frequency to review and update the current access control procedures; and 

AC-1(b)(2)[2] Reviews and updates the current access control procedures with the organization-defined 

frequency. 

POTENTIAL ASSESSMENT METHODS AND OBJECTS:  

Examine [SELECT FROM Access control policy and procedures; other relevant documents or records].  

Interview: [SELECT FROM: Organizational personnel with access control responsibilities; organizational personnel 

with information security responsibilities] 

 

AC-2(12) ACCOUNT MONITORING / ATYPICAL USAGE 

 Assessment Objective: Determine if the organization 

AC-2(12)(a)  

AC-2(12)(a)[1] defines atypical usage to be monitored for information system accounts; 

AC-2(12)(a)[2] monitors information system accounts for organization defined atypical 

  

AC-2(12)(b)  

AC-2(12)(b)[1] defines personnel or roles to whom atypical usage of information system accounts are to be 

reported; and 

AC-2(12)(b)[2] Reports atypical usage of information system accounts to organization-defined personnel 

or roles. 

POTENTIAL ASSESSMENT METHODS AND OBJECTS:  

Examine: [SELECT FROM: Access control policy; procedures addressing account management; information system 

design documentation; information system configuration settings and associated documentation; information system 

monitoring records; information system audit records; audit tracking and monitoring reports; other relevant documents 

or records].  

Interview: [SELECT FROM organizational personnel with account management responsibilities; system/network 

administrators; organizational personnel with information security responsibilities]. Test: [SELECT FROM: Automated 

mechanisms implementing account management functions] 
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AC-3(7) ACCESS ENFORCEMENT | ROLE-BASED ACCESS CONTROL 

 Assessment Objective: Determine if the organization 

AC-3(7)[1] the organization defines roles to control information system access; 

AC-3(7)[2] the organization defines users authorized to assume the organization-defined  

roles; 

AC-3(7)[3] the information system controls access based on organization-defined roles and users 

authorized to assume such roles 

  

AC-3(7)[4] the information system enforces a role-based access control policy over defined: 

AC-3(7)[4][a] subjects, and 

AC-3(7)[4][b] Objects. 

  

POTENTIAL ASSESSMENT METHODS AND OBJECTS:  

Examine: [SELECT FROM: Access control policy; role-based access control policies; procedures addressing access 

enforcement; security plan, information system design documentation; information system configuration settings and 

associated documentation; list of roles, users, and associated privileges required to control information system access; 

information system audit records; other relevant documents or records]. 

Interview: [SELECT FROM: Organizational personnel with access enforcement responsibilities; system/network 

administrators; organizational personnel with information security responsibilities; system developers]. 

Test: [SELECT FROM: Automated mechanisms implementing role-based access control policy]. 

 

AC-7 UNSUCCESSFUL LOGIN ATTEMPTS 

 Assessment Objective: Determine if the organization 

AC-7(a)  

AC-7(a)[1] the organization defines the number of consecutive invalid logon  

attempts allowed to the information system by a user during an  

organization-defined time period; 

AC-7(a)[2] the organization defines the time period allowed by a user of the  

information system for an organization-defined number of  

consecutive invalid logon attempts; 

AC-7(a)[3] the information system enforces a limit of organization-defined  

number of consecutive invalid logon attempts by a user during an  

organization-defined time period; 

  

AC-7(b)  

AC-7(b)[1] the organization defines account/node lockout time period or logon  

delay algorithm to be automatically enforced by the information  

system when the maximum number of unsuccessful logon attempts is  

exceeded; 

  

AC-7(b)[2] the information system when the maximum number of unsuccessful  

logon attempts is exceeded, automatically: 

AC-7(b)[2][a] locks the account/node for the organization-defined  

time period; 

AC-7(b)[2][b] locks the account/node until released by an  

administrator; or 

AC-7(b)[2][c] Delays next logon prompt according to the  organization-defined delay algorithm. 

POTENTIAL ASSESSMENT METHODS AND OBJECTS:  

Examine: [SELECT FROM: Access control policy; procedures addressing unsuccessful logon attempts; security plan; 

information system design documentation; information system configuration settings and associated documentation; 

information system audit records; other relevant documents or records]. 

Interview: [SELECT FROM: Organizational personnel with information security responsibilities; system developers; 

system/network administrators]. 

Test: [SELECT FROM: Automated mechanisms implementing access control policy for unsuccessful logon attempts]. 
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AC-14 PERMITTED ACTIONS WITHOUT IDENTIFICATION OR AUTHENTICATION 

 Assessment Objective: Determine if the organization 

AC-14(a)  

AC-14(a)[1] defines user actions that can be performed on the information  

system without identification or authentication consistent with  

organizational missions/business functions; 

AC-14(a)[2] identifies organization-defined user actions that can be performed  

on the information system without identification or authentication  

consistent with organizational missions/business functions; and 

  

AC-14(b) documents and provides supporting rationale in the security plan for the  

Information system, user actions not requiring identification or authentication. 

POTENTIAL ASSESSMENT METHODS AND OBJECTS:  

Examine: [SELECT FROM: Access control policy; procedures addressing permitted actions without identification or 

authentication; information system configuration settings and associated documentation; security plan; list of user 

actions that can be performed without identification or authentication; information system audit records; other relevant 

documents or records]. 

Interview: [SELECT FROM: System/network administrators; organizational personnel with information  

security responsibilities] 

 

 

AC-18(5) WIRELESS ACCESS | ANTENNAS/TRANSMISSION POWER LEVELS 

 Assessment Objective: Determine if the organization 

AC-18(5)[1] selects radio antennas to reduce the probability that usable signals can be received outside 

of organization-controlled boundaries; and 

AC-18(5)[2] Calibrates transmission power levels to reduce the probability that usable signals can be 

received outside of organization-controlled boundaries. 

POTENTIAL ASSESSMENT METHODS AND OBJECTS:  

Examine: [SELECT FROM: Access control policy; procedures addressing wireless implementation and usage 

(including restrictions); information system design documentation; information system configuration settings and 

associated documentation; information system audit records; other relevant documents or records]. 

Interview: [SELECT FROM: System/network administrators; organizational personnel with information security 

responsibilities]. 

Test: [SELECT FROM: Wireless access capability protecting usable signals from unauthorized access outside 

organization-controlled boundaries]. 

 

FAMILY: AWARENESS AND TRAINING 

AT-1 SECURITY AWARENESS AND TRAINING POLICY AND PROCEDURES 

 Assessment Objective: Determine if the organization 

AT-1(a)(1)  

AT-1(a)(1)[1] develops and documents an security awareness and training policy that addresses: 

AT-1(a)(1)[1][a] purpose; 

AT-1(a)(1)[1][b] scope; 

AT-1(a)(1)[1][c] roles 

AT-1(a)(1)[1][d] responsibilities; 

AT-1(a)(1)[1][e] management commitment; 

AT-1(a)(1)[1][f] coordination among organizational entities; 

AT-1(a)(1)[1][g] compliance; 

  

AT-1(a)(1)[2] defines personnel or roles to whom the security awareness and training policy are to be 

disseminated; 

AT-1(a)(1)[3] disseminates the security awareness and training policy to organization-defined personnel 

or roles; 

  

AT-1(a)(2)  

AT-1(a)(2)[1] develops and documents procedures to facilitate the implementation of the security 

awareness and training policy and associated awareness and training controls; 

AT-1(a)(2)[2] defines personnel or roles to whom the procedures are to be disseminated; 

AT-1(a)(2)[3] disseminates the procedures to organization-defined personnel or roles; 
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AT-1(a)(2)  

AT-1(a)(2)[1] develops and documents procedures to facilitate the implementation of the security 

awareness and training policy and associated awareness and training controls; 

AT-1(a)(2)[2] defines personnel or roles to whom the procedures are to be disseminated 

AT-1(a)(2)[3] disseminates the procedures to organization-defined personnel or roles; 

AT-1(b)(1)  

AT-1(b)(1)[1] defines the frequency to review and update the current security awareness and training 

policy; 

AT-1(b)(1)[2] reviews and updates the current security awareness and training policy with the 

organization-defined frequency; 

AT-1(b)(2)  

AT-1(b)(2)[1] defines the frequency to review and update the current security awareness and training 

procedures; and 

AT-1(b)(2)[2] Reviews and updates the current security awareness and training procedures with the 

organization-defined frequency. 

POTENTIAL ASSESSMENT METHODS AND OBJECTS:  

Examine: [SELECT FROM: Security awareness and training policy and procedures; other relevant documents or 

records]. 

 Interview: [SELECT FROM: Organizational personnel with security awareness and training responsibilities; 

organizational personnel with information security responsibilities]. 

 

AT-2 SECURITY AWARENESS TRAINING 

 Assessment Objective: Determine if the organization 

AT-2(a) provides basic security awareness training to information system users (including 

managers, senior executives, and contractors) as part of initial training for new users; 

AT-2(b) provides basic security awareness training to information system users (including 

managers, senior executives, and contractors) when required by information system 

changes; and 

AT-2(c)  

AT-2(c)[1] defines the frequency to provide refresher security awareness training thereafter to 

information system users (including managers, senior executives, and contractors); and 

AT-2(c)[2] provides refresher security awareness training to information users (including managers, 

senior executives, and contractors) with the organization-defined frequency 

 POTENTIAL ASSESSMENT METHODS AND OBJECTS:  

Examine: [SELECT FROM: Security awareness and training policy; procedures 

addressing security awareness training implementation; appropriate codes of federal 

regulations; security awareness training curriculum; security awareness training materials; 

security plan; training records; other relevant documents or records]. Interview: [SELECT 

FROM: Organizational personnel with responsibilities for security awareness training; 

organizational personnel with information security responsibilities; organizational 

personnel comprising the general information system user community].  

Test: [SELECT FROM: Automated mechanisms managing security awareness training] 

 

AT-2(2) SECURITY AWARENESS TRAINING\| INSIDER THREAT 

 Assessment Objective: Determine if the organization includes security awareness training 

on recognizing and reporting potential indicators of insider threat. 

  

 POTENTIAL ASSESSMENT METHODS AND OBJECTS:  

Examine: [SELECT FROM: Security awareness and training policy; procedures addressing 

security awareness training implementation; security awareness training curriculum; 

security awareness training materials; security plan; other relevant documents or records].  

Interview: [SELECT FROM: Organizational personnel that participate in security 

awareness training; organizational personnel with responsibilities for basic security 

awareness training; organizational personnel with information security responsibilities]. 

 

AT-3(1) ROLE-BASED SECURITY TRAINING | ENVIRONMENTAL CONTROLS 

 Assessment Objective: Determine if the organization 
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AT-3(1)[1] defines personnel or roles to be provided with initial and refresher training in the 

employment and operation of environmental controls; 

AT-3(1)[2] provides organization-defined personnel or roles with initial and refresher training in the 

employment and operation of environmental controls 

AT-3(1)[3] defines the frequency to provide refresher training in the employment and  

operation of environmental controls; and 

AT-3(1)[4] provides refresher training in the employment and operation of environmental  

Controls with the organization-defined frequency. 

POTENTIAL ASSESSMENT METHODS AND OBJECTS:  

Examine: [SELECT FROM: Security awareness and training policy; procedures addressing security training 

implementation; security training curriculum; security training materials; security plan; training records; other relevant 

documents or records]. 

 Interview: [SELECT FROM: Organizational personnel with responsibilities for role-based security training; 

organizational personnel with responsibilities for employing and operating environmental controls] 

 

 

AT-2(2) SECURITY AWARENESS TRAINING\| INSIDER THREAT 

 Assessment Objective: Determine if the organization includes security awareness training 

on recognizing and reporting potential indicators of insider threat. 

  

 POTENTIAL ASSESSMENT METHODS AND OBJECTS:  

Examine: [SELECT FROM: Security awareness and training policy; procedures 

addressing security awareness training implementation; security awareness training 

curriculum; security awareness training materials; security plan; other relevant documents 

or records].  

Interview: [SELECT FROM organizational personnel that participate in security 

awareness training; organizational personnel with responsibilities for basic security 

awareness training; organizational personnel with information security responsibilities]. 

 

FAMILY: AUDIT AND ACCOUNTABILITY 

AU-6 AUDIT REVIEW, ANALYSIS, AND REPORTING 

 Assessment Objective: Determine if the organization 

AU-6(a)  

AU-6(a)[1] defines the types of inappropriate or unusual activity to look for when information system 

audit records are reviewed and analyzed; 

AU-6(a)[2] defines the frequency to review and analyze information system audit records for 

indications of organization-defined inappropriate or unusual activity;  

AU-6(a)[3] reviews and analyzes information system audit records for indications of organization-

defined inappropriate or unusual activity with the organization-defined frequency; 

  

AU-6(b)  

AU-6(b)[1] . defines personnel or roles to whom findings resulting from reviews and analysis of 

information system audit records are to be reported; and 

AU-6(b)[2] Reports findings to organization-defined personnel or roles. 

POTENTIAL ASSESSMENT METHODS AND OBJECTS:  

Examine: [SELECT FROM: Audit and accountability policy; procedures addressing audit review, analysis, and 

reporting; reports of audit findings; records of actions taken in response to reviews/analyses of audit records; other 

relevant documents or records]. 

 Interview: [SELECT FROM: Organizational personnel with audit review, analysis, and reporting responsibilities; 

organizational personnel with information security responsibilities]. 

 

FAMILY: IDENTIFICATION AND AUTHENTICATION 

IA-2 IDENTIFICATION AND AUTHENTICATION (ORGANIZATIONAL USERS) 

 Assessment Objective: Determine if the organization: Determine if the information 

system uniquely identifies and authenticates organizational users (or processes acting on 

behalf of organizational users). 

  

POTENTIAL ASSESSMENT METHODS AND OBJECTS:  

Examine: [SELECT FROM: Identification and authentication policy; procedures addressing user identification and 

authentication; information system design documentation; information system configuration settings and associated 
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documentation; information system audit records; list of information system accounts; other relevant documents or 

records]. 

 Interview: [SELECT FROM: Organizational personnel with information system operations responsibilities; 

organizational personnel with information security responsibilities; system/network administrators; organizational 

personnel with account management responsibilities; system developers].  

Test: [SELECT FROM: Organizational processes for uniquely identifying and authenticating users; automated 

mechanisms supporting and/or implementing identification and authentication capability] 

 

IA-3 DEVICE IDENTIFICATION AND AUTHENTICATION 

 Assessment Objective: Determine if  

IA-3[1] the organization defines specific and/or types of devices that the information system 

uniquely identifies and authenticates before establishing one or more of the following: 

IA-3[1][a]  a local connection; 

IA-3[1][b]  a remote connection; and/or 

IA-3[1][c]  a network connection; and 

IA-3[2]  

IA-3[2][a] a local connection 

IA-3[2][b]  a remote connection; and/or 

IA-3[2][c]  a network connection 

POTENTIAL ASSESSMENT METHODS AND OBJECTS:  

Examine: [SELECT FROM: Identification and authentication policy; procedures addressing device identification and 

authentication; information system design documentation; list of devices requiring unique identification and 

authentication; device connection reports; information system configuration settings and associated documentation; 

other relevant documents or records]. Interview: [SELECT FROM: Organizational personnel with operational 

responsibilities for device identification and authentication; organizational personnel with information security 

responsibilities; system/network administrators; system developers]. 

 Test: [SELECT FROM: Automated mechanisms supporting and/or implementing device identification and 

authentication capability].] 

FAMILY: SYSTEM AND COMMUNICATIONS PROTECTION 

SC—1 SYSTEM AND COMMUNICATIONS PROTECTION POLICY AND 

PROCEDURES 

 Assessment Objective: Determine if the organization 

SC-1(a)(1)  

SC-1(a)(1)[1] develops and documents a security awareness and training policy that addresses: 

SC-1(a)(1)[1][a] purpose; 

SC -1(a)(1)[1][b] scope; 

SC-1(a)(1)[1][c] roles 

SC -1(a)(1)[1][d] responsibilities; 

SC -1(a)(1)[1][e] management commitment; 

SC -1(a)(1)[1][f] coordination among organizational entities; 

SC -1(a)(1)[1][g] compliance; 

SC-1(a)(2)  

SC-1(a)(1)[2] defines personnel or roles to whom the security awareness and training policy are to be 

disseminated; 

SC-1(a)(1)[3] disseminates the security awareness and training policy to organization-defined personnel 

or roles; 

  

SC-1(a)(2)  

SC-1(a)(2)[1] develops and documents procedures to facilitate the implementation of the security 

awareness and training policy and associated awareness and training controls; 

SC-1(a)(2)[2] defines personnel or roles to whom the procedures are to be disseminated; 

SC -1(a)(2)[3] disseminates the procedures to organization-defined personnel or roles; 

  

SC -1(a)(2)  

SC -1(a)(2)[1] develops and documents procedures to facilitate the implementation of the security 

awareness and training policy and associated awareness and training controls; 

SC -1(a)(2)[2] defines personnel or roles to whom the procedures are to be disseminated 
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SC -1(a)(2)[3] disseminates the procedures to organization-defined personnel or roles; 

SC -1(b)(1)  

SC -1(b)(1)[1] defines the frequency to review and update the current security awareness and training 

policy; 

SC -1(b)(1)[2] reviews and updates the current security awareness and training policy with the 

organization-defined frequency; 

SC -1(b)(2)  

SC -1(b)(2)[1] defines the frequency to review and update the current security awareness and training 

procedures; and 

SC -1(b)(2)[2] Reviews and updates the current security awareness and training procedures with the 

organization-defined frequency. 

POTENTIAL ASSESSMENT METHODS AND OBJECTS:  

Examine: [SELECT FROM: Security awareness and training policy and procedures; other relevant documents or 

records]. 

 Interview: [SELECT FROM: Organizational personnel with security awareness and training responsibilities; 

organizational personnel with information security responsibilities]. 

FAMILY: SYSTEM AND INFORMATION INTEGRITY 

SI—1 SYSTEM AND INFORMATION INTEGRITY POLICY AND PROCEDURES 

 Assessment Objective: Determine if the organization 

SI-1(a)(1)  

SI -1(a)(1)[1] develops and documents a security awareness and training policy that addresses: 

SI -1(a)(1)[1][a] purpose; 

SI -1(a)(1)[1][b] scope; 

SI-1(a)(1)[1][c] roles 

SI -1(a)(1)[1][d] responsibilities; 

SI -1(a)(1)[1][e] management commitment; 

SI -1(a)(1)[1][f] coordination among organizational entities; 

SI -1(a)(1)[1][g] compliance; 

SI-1(a)(2)  

SI -1(a)(1)[2] defines personnel or roles to whom the security awareness and training policy are to be 

disseminated; 

SI -1(a)(1)[3] disseminates the security awareness and training policy to organization-defined personnel 

or roles; 

  

SI -1(a)(2)  

SI-1(a)(2)[1] develops and documents procedures to facilitate the implementation of the security 

awareness and training policy and associated awareness and training controls; 

SI-1(a)(2)[2] defines personnel or roles to whom the procedures are to be disseminated; 

SI -1(a)(2)[3] disseminates the procedures to organization-defined personnel or roles; 

SI -1(a)(2)  

SI -1(a)(2)[1] develops and documents procedures to facilitate the implementation of the security 

awareness and training policy and associated awareness and training controls; 

SI -1(a)(2)[2] defines personnel or roles to whom the procedures are to be disseminated 

SI -1(a)(2)[3] disseminates the procedures to organization-defined personnel or roles; 

SI -1(b)(1)  

SI -1(b)(1)[1] defines the frequency to review and update the current security awareness and training 

policy; 

SI -1(b)(1)[2] reviews and updates the current security awareness and training policy with the 

organization-defined frequency; 

SI -1(b)(2)  

SI -1(b)(2)[1] defines the frequency to review and update the current security awareness and training 

procedures; and 

SI -1(b)(2)[2] Reviews and updates the current security awareness and training procedures with the 

organization-defined frequency. 

POTENTIAL ASSESSMENT METHODS AND OBJECTS:  

Examine: [SELECT FROM: Security awareness and training policy and procedures; other relevant documents or 

records]. 

 Interview: [SELECT FROM: Organizational personnel with security awareness and training responsibilities; 

organizational personnel with information security responsibilities]. 
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FAMILY: Maintenance 

MA-6 TIMELY MAINTENANCE 

 ASSESSMENT OBJECTIVE: 

Determine if the organization: 

MA-6[1] defines information system components for which maintenance support and/or  

spare parts are to be obtained; 

MA-6[2] defines the time period within which maintenance support and/or spare parts are to be 

obtained after a failure; 

MA-6[3]  

MA-6[3][a] obtains maintenance support for organization-defined information  

system components within the organization-defined time period of  

failure; and/or 

MA-6[3][b] obtains spare parts for organization-defined information system  

components within the organization-defined time period of failure 

POTENTIAL ASSESSMENT METHODS AND OBJECTS:  

Examine: [SELECT FROM: Information system maintenance policy; procedures addressing information  

system maintenance; service provider contracts; service-level agreements; inventory and  

Availability of spare parts; security plan; other relevant documents or records]. 

Interview: [SELECT FROM: Organizational personnel with information system maintenance  

responsibilities; organizational personnel with acquisition responsibilities; organizational  

Personnel with information security responsibilities; system/network administrators]. 

Test: [SELECT FROM: Organizational processes for ensuring timely maintenance]. 
  

  

MA-6(2) TIMELY MAINTENANCE/PREDICTIVE MAINTENANCE 

 ASSESSMENT OBJECTIVE: 

Determine if the organization: 

MA-

6(2)[1] 

defines information system components on which predictive maintenance is to be performed; 

MA-

6(2)[2] 

defines time intervals within which predictive maintenance is to be performed on organization-defined 

information system components; and 

MA-

6(2)[3] 

performs predictive maintenance on organization-defined information system  

Components at organization-defined time intervals. 

POTENTIAL ASSESSMENT METHODS AND OBJECTS:  

Examine: [SELECT FROM: Information system maintenance policy; procedures addressing information  

system maintenance; service provider contracts; service-level agreements; security plan;  

maintenance records; list of system components requiring predictive maintenance; other  

Relevant documents or records]. 

Interview: [SELECT FROM: Organizational personnel with information system maintenance  

responsibilities; organizational personnel with information security responsibilities.  

System/network administrators]. 

Test: [SELECT FROM: Organizational processes for predictive maintenance; automated mechanisms  

Supporting and/or implementing predictive maintenance]. 
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ABSTRACT.   Recently electrical engineers look forward to replace the conventional power grid with 

a smart grid. This replacement requires massive changes, one of them is the integration of distributed 

generations and renewable energy sources in the distribution networks of the grid. These changes may 

affect the transient stability of the grid. In this paper, IEEE 9-bus system is used to perform transient 

stability analysis for a three-phase fault contingency. A 20 MW wind turbine was installed to study its 

performance and impact on the transient stability of the system. Then, a 3.6 MW PV station was added 

to study its impact on the wind turbine performance during the contingency.  ETAP® 2016 software is 

used for simulation. The results show that the critical clearing time (CCT) of the system increases when 

the wind turbine is added and decreases when the PV station is installed. The impact of PV station on the 

wind turbine performance is not significant and it mainly affects the reactive power of the wind turbine 

generator after the fault is cleared. 

 

Keywords: Critical clearing time, IEEE 9-bus system, Photovoltaic panels, Rotor angle, Solar system, Transient 

stability, Wind turbine.  

 

1. Introduction. Any power system is prone to disturbances during its operation such as; faults, 

large generation loss, load variations, and loss of critical branches [1]. These disturbances may 

lead to system instability under some circumstances [2]. Therefore, it is important to analyze 

the stability of the system during planning stage in order to prevent; huge economical losses, 

and service disconnection. 

One of the important types of power system stability is the transient stability. Transient stability 

means the ability of the power system to regain its steady-state operation after being subjected 

to a large disturbance such as faults [2]. In order to analyze the transient stability of any power 

system, two terms are needed to be studied and they are; the rotor angle (or load angle), and the 

critical clearing time. The rotor angle (delta) means the P-V generator rotor angle with respect 

to the swing generator angle. The critical clearing time (CCT) means the maximum allowable 

time for the fault to be stayed before the system becomes unstable.  
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However, by moving towards a smarter grid, the distributed energy resources (DERs) become 

the point of interest. The DERs are small generators that are installed in the distribution 

networks in order to support the main conventional generating units economically and 

operationally. One of the important types of the DERs are the renewable energy sources (RES) 

such as; wind turbines and solar panels. 

In this study, the performance and impact of a 20 MW wind turbine on the transient stability 

will be studied.  

The impact of a 3.6 MW PV station on the wind turbine performance during a transient 

contingency will be studied. The impact of wind turbine and PV panels on the critical clearing 

time will be analysed. 

Eftekharnejad, S., et al. have studied the effect of large-scale penetration of PV panels on both 

the transient stability and the steady-state operation of the system [3]. Simulations were done 

and their results show that by increasing the penetration of the PV panels in the system, the 

voltage dips that follows the disturbance will be larger [3].  

On the other hand, Munkhchuluun, E., and L., Meegahapola have studied the impact of PV 

panels on the voltage stability [4]. Simulations were done and their results show that the 

integration of PV panels in the system enhanced the voltage stability especially when the grid 

is stressed [4]. 

Moreover, Tamimi, B., et al. have studied the impact of PV panels on the power system stability 

[5]. Simulations were done and their results show that there will be no changes on the transient 

stability of the system when the PV panels have reactive power control [5]. 

Furthermore, Achilles, S., et al. study the impact of large penetration of PV panels on a power 

system under real circumstances [6]. Simulations were done and their results show that by 

increasing the penetration of PV panels, the risk of transient instability will become greater [6]. 

Acharya, S., and M., Ramezani have done a study on the performance of a 100 MW wind 

turbine during a transient contingency [7]. The simulations were done using ETAP® software 

and their results show that the wind turbine support the system by injecting reactive power at 

the point of connection during the occurrence of the fault [7]. 

Nunes, M., et al. have studied the impact of doubly-fed induction generators (DFIG) wind 

turbines on the transient stability margins [8]. Simulations were done and their results show that 

the DFIG wind turbines positively affect the transient stability of the system compared to the 

fixed-speed wind turbines [8].  

Meegahapola, L., et al. have studied the impact of high penetration of wind turbines on the 

transient stability of the system [9]. Simulations were done on the IEEE-14 bus system and their 

results show that by increasing the penetration of wind turbines to 50%, the system stability 

will be decreased due to the high reactive power absorbed by the wind turbines from the system 

[9]. 

Gautam, D., et al. have studied the impact of high penetration of DFIG wind turbines on the 

transient stability of the system [10]. Simulations were done and their results show that the high 
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penetration of wind turbines will negatively affect the system stability due to the lack of inertia 

problem [10]. 

 

 

2. Methodology:  

2.1. The swing equation and the equal area criteria 

 

In order to analyze the system dynamic behavior during a transient disturbance, a very 

important term must be taken into account and it is called the synchronous machine dynamics 

[1].  

The synchronous machine normally consists of a rotational masses which give us the very 

important mechanical feature that is called the moment of inertia. Usually, we need the inertia 

in the system in order to mitigate the damage that caused by the disturbance in the system. 

Hence, the inertia helps in increasing the boundaries of the stability in the system [11-13]. 

In order to represent the electrical and mechanical features of the synchronous generator 

mathematically, then, we need the swing equation: 

 

2𝐻

𝜔𝑠𝑦𝑛𝑐ℎ
𝜔𝑝𝑢(𝑡) ∗

𝑑2𝛿(𝑡)

𝑑𝑡2
 

=  𝑃𝑚𝑝.𝑢.(𝑡) − 𝑃𝑒𝑝.𝑢.(𝑡) −
𝐷

𝜔𝑠𝑦𝑛𝑐ℎ
𝑑𝛿(𝑡)

𝑑𝑡

                                                                            (1) 

=  𝑃𝑎𝑝.𝑢.(𝑡)  

                                                           

Where, 

H : The inertia constant in (pu.s). 

𝜔𝑠𝑦𝑛𝑐ℎ : The synchronous angular velocity of the rotor in (rad/sec). 

𝜔𝑝𝑢 : Rotor angular velocity in (pu). 

𝛿 : Rotor angle in (deg.) 

 

As shown in equation (1), the swing equation mainly consists of two parts; electrical, and 

mechanical. The left-side of the equation shows the acceleration of the rotor multiplied by the 

inertia constant. The right-side of the equation shows the acceleration power which is the result 

from subtracting the damping part and electrical power from the mechanical power of the 

turbine. 

There is an analytical method for studying the transient stability especially in the single 

machine – infinite bus (SMIB) system. This method is called the equal – area criteria. In this 

method, the swing equation is used in order to determine; the stability state, and the critical 

clearing time of the system. Figure (1) shows the equal area criteria. 
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FIGURE.1.  The equal area criteria 

 

The two areas A1 and A2 in figure (1) represent the accelerating and decelerating areas for 

the synchronous machine respectively. in order to have a stable system, the accelerating area of 

the machine must be equal to the decelerating area, this is achieved by making the swing 

equation equals to zero. The following equation explain this criteria: 

 

∫ (𝑃𝑚𝑝.𝑢. − 𝑃𝑒𝑝.𝑢.)
𝛿1

𝛿0
𝑑𝛿 =  ∫ (𝑃𝑚𝑝.𝑢. − 𝑃𝑒𝑝.𝑢.)

𝛿2

𝛿1
𝑑𝛿                                            (2)   

                   

As shown in equation (2), the left – side represents area 1 (accelerating area), and the right 

– side represents area 2 (decelerating area). By looking at figure (1), if A1 is greater than A2, 

then the system is unstable, if A1 equals or less than A2 then the system is stable. 

From the equal area criteria, the critical clearing time (CCT) of the system can be found. 

When a large fault occurs within the system, the electrical power goes to zero, and by implying 

this case to the swing equation, the CCT can be calculated by the following equation: 

 

𝐶𝐶𝑇 = √
4𝐻

𝜔𝑠𝑦𝑛𝑐ℎ𝑃𝑚𝑝.𝑢.
(𝛿𝑐𝑟(𝑡) − 𝛿0)                                                                   (3) 

 

Where, 

 

𝛿𝑐𝑟        : Critical clearing angle in (dig.). 

𝛿           : Initial rotor angle in (dig.). 

 

All of the above calculation can be solved without using any software, but, in the case of 

multi-machine system, the mathematical solution becomes more complex and requires 

specialized software to judge system stability and find the CCT. 

 

2.2. Building the system 
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The IEEE 9-bus system was built using ETAP® 2016 software. The system was tested using 

power flow analysis. After that, a contingency case of a three-phase fault on bus 5 was added 

to the system in order to study the transient stability of the system and find the critical clearing 

time. A 20 MW wind turbine was added to the system through bus 4 to study its performance 

during the same contingency that was applied in the previous section. 

A 3.6 MW solar station was added to the system through bus 4 to study its effect on the 

performance of the wind turbine during the same contingency that was applied before. 

 

3. Results and Discussion: 

3.1. The normal system without adding PV or wind 

The power flow analysis of the built IEEE 9-bus system is shown in figure (2). Bus 1, bus 2, 

and bus 3 are working on 100% of their voltage. From bus 3 to bus 9 the percentage of the 

operating voltages ranges between 99% and 96%. The power flow from the generating units to 

the loads is seem to be very good. Hence, it is verified that the system is working correctly 

without any problem.  

A case study of a three-phase fault was added to the system. The fault was applied on bus 5 at 

1 second firstly without clearing the fault. The transient stability of the system were analyzed 

and the results of buses voltages, buses frequencies, and generators data are shown in figures 

(3) and (4). 
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FIGURE.2.  Power flow analysis for the normal system 
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(b) 

 

FIGURE.3.  All buses voltages, (a) percentage of buses nominal voltages, (b) buses 

frequencies. 

 

As shown in figure (3-a), before second one, all of the voltages were in steady-state. After 

second one, the voltage of bus 5 became zero and all of the voltages became unstable and 

decrease to a very low values. 

From figure (3-b), before second one, the frequencies of all buses were the same (60Hz). After 

second one, the frequencies of all buses lost synchronism, and around second three, the system 

became unstable. 
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(b) 

 
(c) 

 

FIGURE.4.  Generators status during contingency without clearing the fault, (a) generators 

MVAR, (b) generators MW, (c) generators relative power angles 

 

From figure (4-a), before second one, all of the generators were producing MVARs and the 

system were stable. After second one, all of the three generators increase the production of the 

reactive power especially generator 1 (the swing generator) in order to support system's voltage 

collapse during the contingency. About the second three, the system lost synchronism and 

became unstable. 

From figure (4-b), after one second, the active powers of the generators began to oscillates 

and at three seconds, the system lost synchronism and all active powers became zero. 

As shown in figure (4-c), the relative power angles of the generators become to oscillate 

between 200 and -200 after one second which indicate that the system became unstable. 
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After that, the critical clearing time of the system was calculated based on the swing equation 

and the equal area criteria. The critical clearing time of the system was found to be 307 ms. 

The fault was cleared at the critical clearing time of the system. Figure (5) shows the generators 

MWs, MVARs, and relative power angles after the fault is cleared at 1.307 sec. 

 

 
(a) 

 
(b) 

 

 
(c) 

FIGURE.5.  Generators status during contingency with clearing of the fault at 1.307 sec, (a) 

generators MVAR, (b) generators MW, (c) generators relative power angles 
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As shown in figure (5-a), the reactive powers of the generators increased at 1 sec, and after the 

fault is cleared, the reactive powers came back to the steady-state operating values as before. 

From figure (5-b), the huge oscillations in the active powers at 1 sec can be noticed, but, after 

the fault is cleared, the active powers came back to the steady-state operating values as before. 

As shown in figure (5-c), the power angles of the generators oscillate at 1 sec, then, the 

oscillation is decreased due to the fault clearance, and the power angles came back to the initial 

steady-state operating values. 

 

3.2. Adding wind turbine to the system 

 

A 20 MW wind turbine was added to bus 4 in the system. The power flow analysis for this 

system is shown in figure (6).  Bus 1, bus 2, and bus 3 are working on 100% of their voltage. 

From bus 3 to bus 9 the percentage of the operating voltages ranges between 99% and 96%. 

The power flow from the generating units to the loads is seem to be very good. Hence, it is 

verified that the system is working correctly without any problem. 

 
FIGURE.6.  Power flow analysis for the system with wind turbine 
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The same contingency case was added to this system (three-phase fault on bus 5 at 1 sec). 

The critical clearing time for this system was calculated based on the swing equation and the 

equal area criteria and it was found to be 311 ms. The fault was cleared at this CCT. The 

generators active powers (MW), reactive powers (MVARs), and relative power angles 

(degrees) are shown in figure (7). The wind turbine's active power (MW), reactive power 

(MVAR), and mechanical power (MW) are shown in figure (8). 
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(c) 

FIGURE.7.  Generators status during contingency with clearing of the fault at 1.311 sec, (a) 

generators MVAR, (b) generators MW, (c) generators relative power angles 
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The generators MWs acts just like the normal system's performance, but, the difference here 

is that there is a slight decreasing in the MWs during the steady-state operation (before 1 sec). 

the relative power angles acts like the ones in the normal system; they oscillate at 1 sec, then 

came back to the normal steady-state initial values. 
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(b) 

 

 
(c) 

FIGURE.8.  WTG status during contingency with clearing of the fault at 1.311 sec, (a) WTG 

MVAR, (b) WTG MW, (c) WTG mechanical power 

 

From figure (8), the wind turbine generator (WTG) performance during the transient 

contingency summarized in supporting the system with MVARs when a transient disturbance 

occurs in order to stay connected to the system as long as possible. Figure (8-a) shows that the 

wind turbine producing MVARs at 1 sec instead of consuming it, and after the fault is cleared, 

the WTG came back to consume even more MVARs from the system. 

 

Figure (8-b) shows that the WTG increase the production of active power during the steady-

state operation (before 1 sec), and when the fault occurs, the active power decreased from 35 

MW to 1 MW, and after the fault is cleared, the active power increased again to 19 MW at 1.9 

sec, then, start to decreasing (i.e. it oscillates in order to find the new stable conditions).  

 

Figure (8-c) shows the mechanical power of the wind turbine generator, this power starts at 20 

MW (initial value) and continue to increase during the next 5 seconds (as expected). 
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3.3 Adding PV station to the system 

 

A 3.6 MW PV station was added to the system through bus 4. Figure (9) shows the power flow 

analysis of the system.  

 

 
FIGURE.9.  Power flow analysis for the system with PV and wind 

 

Bus 1, bus 2, and bus 3 are working on 100% of their voltage. From bus 3 to bus 9 the 

percentage of the operating voltages ranges between 99% and 96%. The power flow from the 

generating units to the loads is seem to be very good. Hence, it is verified that the system is 

working correctly without any problem. 

 

The same contingency case was added to this system (three-phase fault on bus 5 at 1 sec). 

The critical clearing time for this system was calculated based on the swing equation and the 

equal area criteria and it was found to be 295 ms. The fault was cleared at this CCT. 

 

 The generators active powers (MW), reactive powers (MVAR), and relative power angles 

(degrees) are shown in figure (10). The wind turbine's active power (MW), reactive power 

(MVAR), and mechanical power (MW) are shown in figure (11). 
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(a) 

 
(b) 

 
(c) 

FIGURE.10.  Generators status during contingency with clearing of the fault at 1.295 sec, (a) 

generators MVAR, (b) generators MW, (c) generators relative power angles 
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As shown in figure (10-a), the reactive powers of the generators increased at 1 sec to support 

the system's voltage, but the difference here is that after the fault is cleared, the MVARs return 

to steady-state values but with a noticeable oscillations around these values. 

The same effect appears at figure (10-b), the generators active powers start to oscillate at 1 sec, 

and after the fault is cleared, an extra oscillations appear on the generators MWs when they try 

to reach a new steady-state operating values. 

From figure (10-c), the relative power angles oscillations of the generators do not affected 

by the installation of the PV panels in the system. The relative power angles starts to oscillate 

at 1 sec, and after the fault is cleared, the oscillation of these angles decreased in order to reach 

an new steady-state operating values. 

 

Hence, it can be noticed that the addition of photo voltaic panels in the system affects both 

of the reactive and active powers of the real synchronous generators by adding extra oscillation 

to the signals after the fault is cleared. This result appears due to the absence of rotational 

masses in the conventional inverter-based photovoltaic panels which will make the overall 

moment of inertia in the system, and the transient stability margins to be decreased. 
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(c) 

FIGURE.11.  WTG status during contingency with clearing of the fault at 1.295 sec, (a) WTG 

MVAR, (b) WTG MW, (c) WTG mechanical power 
 

As shown in figure (11-a), the wind turbine generator start producing reactive power to the 

system at 1 sec instead of consuming it to support the system voltage during the contingency, 

and to stay connected with the grid. This behavior of WTG is similar to the one that obtained 

in the previous system (system with only WTG), but, the difference here is that the installation 

of PV panels in the system affects the MVAR behavior of the WTG after clearing the fault. 

This effect appears as an extra oscillations of the MVARS at around 3 sec. 

From figure (11-b), the active power decreased to almost zero at 1 sec, then, it starts to increase 

after the fault is cleared just like the previous system. Hence, the PV station does not affect the 

MW behavior of the WTG. 

As shown in figure (11-c), the mechanical power of the wind turbine generator starts at 20 MW 

(initial value) and continue to increase during the next 5 seconds (as expected). Hence, the PV 

station does not affect the mechanical power behavior of the WTG. 

 

3.4 Comparison of the three systems 
 

From the above results it can be noticed that the critical clearing time changed for each of 

the three systems; normal system, system with only wind turbine, and system with PV and 

WTG. The CCT of the normal system was 307 ms. When only wind turbine was added to the 

system, the CCT increased to 311 ms. But, when the PV station was added to the system, the 

CCT decreased to 295 ms. This means that the wind turbine has a small positive impact on the 

system stability compared to the large negative impact of PV panels. This is due to the absence 

of rotational masses (moment of inertia) in the stationary PV panels and the small inertia in the 

wind turbines. 

By comparing the two systems; system with only WTG, and system with both PV and WTG, 

it can be noticed that the impact of adding PV panels on the wind turbine performance is small. 

The PV panels do not affect the MVAR behavior during the fault period. It affect the behavior 

after the fault is cleared by producing an extra oscillations on the MVAR signal when it tries to 
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reach stability after the disturbance diminishes. This is due to the lack of inertia in the stationary 

PV panels. 
 

4. Conclusion 

Based on the above results and discussion, it can be concluded that: 

• The impact of PV panels on the wind turbine performance during transient 

contingencies appears in the reactive power signal of the wind turbine generator. It does 

not affect the reactive power behavior during the fault period, however, it affects the 

behavior of the reactive power after the fault is cleared by introducing extra oscillations 

to the signal. 

• The WTG slightly increase the critical clearing time of the system whereas the PV 

panels significantly decrease it. This is because the WTG support the system’s voltage 

by producing reactive power. 
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ABSTRACT. This review paper provides a comprehensive analysis of future low inertia power 

systems, focusing on the challenges posed by increased renewable energy penetration. The 

impact of low inertia on frequency response and system stability is examined, along with the 

critical penetration limit for renewable energy sources. The paper reviews various virtual 

inertia emulation techniques, including virtual synchronous machines, virtual induction 

machines, and inertia emulation in wind turbines and solar PV panels. Additionally, it explores 

specific methods such as VISMA, virtual synchronous generator, synchronverter, power 

synchronization control, and cascade virtual synchronous machine. The review also covers 

inertia algorithms in wind turbines, encompassing droop control, hidden inertia emulation, 

fast power reserve, over speed control, and pitch angle control. Furthermore, the paper 

discusses inertia estimation techniques, including both model-based and measurement-based 

approaches. The insights provided in this review will assist researchers and practitioners in 

developing effective solutions for addressing low inertia challenges in future power systems 

with high renewable energy integration. 

 

Keywords: Future low inertia power systems, Renewable energy penetration, Frequency response, Virtual 

inertia emulation, Virtual synchronous machine, Virtual induction machine, Wind turbine inertia algorithm, Inertia 

estimation, Model-based techniques, Measurement-based technique, VISMA. 

 

1. Introduction. The motivation behind this paper is the increasing integration of renewable 

energy sources and the reduction of synchronous generators in modern power systems. These 

changes lead to a decrease in system inertia, which can compromise system stability and result 

in operational challenges. Therefore, the paper seeks to address this issue by reviewing various 

virtual inertia emulation techniques and inertia estimation methods that can be employed to 

compensate for the loss of system inertia. The goal is to provide a comprehensive examination 

of these techniques, evaluate their advantages and limitations, and highlight their suitability for 

different system configurations. By doing so, the paper aims to contribute to the development 

of reliable and efficient future low inertia power systems. 
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The literature review for this paper provides an overview of research on virtual inertia emulation 

techniques and inertia estimation methods in power systems. Several studies have been 

conducted on these topics, which are summarized below: 

 

Control strategies for virtual inertia emulation: Several studies have proposed control strategies 

for emulating virtual inertia in power systems. For instance, [1] proposed a control strategy 

based on state feedback and adaptive backstepping to emulate virtual inertia in a grid-connected 

wind power system. 

 

Energy storage systems for inertia emulation: Energy storage systems, such as batteries and 

supercapacitors, have been proposed as a means of emulating virtual inertia in power systems. 

[2] proposed a battery energy storage system (BESS) to emulate virtual inertia in a grid-

connected PV system. 

 

Frequency response analysis for inertia estimation: Frequency response analysis (FRA) has 

been proposed as a method for inertia estimation in power systems. For example, [3] proposed 

an FRA-based method for inertia estimation in a wind power system. 

 

Kalman filter-based inertia estimation: Kalman filter-based methods have been proposed for 

inertia estimation in power systems. For instance, [4] proposed a Kalman filter-based method 

for inertia estimation in a microgrid. Similarly, [5] proposed a virtual inertia control strategy 

for a grid-connected photovoltaic (PV) system. [6] proposed a supercapacitor energy storage 

system for virtual inertia emulation in a microgrid. 

 

For example, [7] proposed a multi-model approach for inertia estimation in a grid-connected 

wind power system.  Model predictive control for virtual inertia emulation: Model predictive 

control (MPC) has been proposed as a control strategy for virtual inertia emulation in power 

systems [8] proposed an MPC-based control strategy for virtual inertia emulation in a grid-

connected wind power system. 

 

Optimal control strategies for virtual inertia emulation: Some studies have focused on 

developing optimal control strategies for virtual inertia emulation in power systems. For 

instance [9] proposed an optimal control strategy for virtual inertia emulation in a grid-

connected PV system. Several studies have proposed advanced modelling approaches for 

inertia estimation in power, while [10] proposed a state observer-based approach for inertia 

estimation in microgrids. 

 

Machine learning-based control strategies have been proposed for virtual inertia emulation in 

power systems. For example, [11] proposed a deep reinforcement learning-based control 

strategy for virtual inertia emulation in a wind power system. Machine learning techniques, 

such as artificial neural networks and support vector machines, have been proposed for inertia 

estimation in power systems. For example, [12] proposed a support vector machine-based 

method for inertia estimation in a microgrid. 

Hybrid energy storage systems for virtual inertia emulation: Hybrid energy storage systems, 

such as batteries and supercapacitors, have been proposed for virtual inertia emulation in power 
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systems. For example, [13] proposed a hybrid energy storage system for virtual inertia 

emulation in a wind power system. Hybrid approaches: Some studies have proposed hybrid 

approaches that combine multiple techniques for virtual inertia emulation and inertia 

estimation. For instance, [14] proposed a hybrid approach that combines a proportional-

integral-derivative (PID) controller and MPC for virtual inertia emulation in a grid-connected 

PV system.  

  

 

Data-driven approaches for inertia estimation: Data-driven approaches, such as data clustering 

and pattern recognition, have been proposed for inertia estimation in power systems. For 

example, [15] proposed a data-driven approach for inertia estimation in a microgrid. 

 

Adaptive control strategies for virtual inertia emulation: Adaptive control strategies, which can 

adjust the control parameters in real-time, have been proposed for virtual inertia emulation in 

power systems. For example, [16] proposed an adaptive control strategy for virtual inertia 

emulation in a grid-connected wind power system. 

 

Now, we give some potential study gaps to consider: 

 

Limited research on specific virtual inertia emulation techniques: While the concept of virtual 

inertia emulation is gaining attention, there may be a gap in specific studies comparing and 

evaluating different techniques. Further research could focus on the effectiveness, efficiency, 

and scalability of various virtual inertia emulation techniques in different power system 

scenarios. 

 

Lack of comparative analysis: It may be beneficial to have more studies that compare the 

performance of different inertia estimation methods. Comparative analysis can help identify the 

strengths, limitations, and applicability of different methods in varying system conditions. 

 

Need for practical implementation studies: Many studies focus on theoretical aspects of virtual 

inertia emulation and inertia estimation methods. However, there may be a gap in practical 

implementation studies that explore the challenges, limitations, and best practices for 

implementing these techniques in real-world power systems. 

 

Limited consideration of economic aspects: While virtual inertia emulation and inertia 

estimation methods have the potential to improve power system operations, there may be gaps 

in research concerning the cost-effectiveness and economic viability of these approaches. 

Studies could explore the economic benefits and trade-offs associated with the adoption of such 

techniques. 

Environmental impact assessment: Given the increasing importance of sustainability in power 

systems, research gaps may exist in assessing the environmental impact of virtual inertia 

emulation techniques and inertia estimation methods. Studies could incorporate environmental 

factors, such as carbon footprint reduction, into the evaluation of these approaches. 

 

Integration challenges with renewable energy sources: As renewable energy penetration 

increases, there may be gaps in research addressing the specific challenges and opportunities 
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associated with integrating virtual inertia emulation techniques and inertia estimation methods 

in renewable energy-rich power systems. 
 

 

2. FUTURE-LOW INERTIA POWER SYSTEM BACKGROUND  
 

A.  Power system inertia and renewable energy 

Power system inertia refers to the ability of a power system to maintain its frequency in response 

to disturbances. Inertia is typically provided by synchronous generators, which are commonly 

used in conventional power systems. Synchronous generators are designed to operate at a 

constant speed and are connected to the power system through a mechanical shaft. When there 

is a disturbance in the system, the kinetic energy stored in the rotating mass of the generator 

provides a damping effect that helps to stabilize the system frequency. 

Renewable energy sources, such as wind and solar, do not have the same inherent inertia as 

synchronous generators. This can make it more challenging to maintain system stability and 

prevent frequency fluctuations, particularly as the share of renewable energy in the power 

system increases. 

Inverter-based generation, which includes solar PV and wind turbines with power electronics, 

operates differently from synchronous generators. Inverter-based systems convert DC power 

from the renewable energy source into AC power that can be integrated into the grid. Inverter-

based systems can provide some level of synthetic inertia by adjusting their output in response 

to changes in system frequency. This can help to stabilize the system, but it is not as effective 

as the natural inertia provided by synchronous generators. 

Wind generation is a significant source of renewable energy, and wind turbines are commonly 

used in power systems around the world. Wind turbines operate by converting the kinetic 

energy of the wind into mechanical energy that is used to drive a generator. The output of wind 

turbines can vary depending on the wind speed and direction, which can affect system 

frequency. To address this, wind turbines are typically equipped with power electronics that 

allow them to adjust their output in response to changes in system frequency. This can help to 

stabilize the system, but it is not as effective as the natural inertia provided by synchronous 

generators. 

 

B. Frequency indices and critical RES 

Frequency indices are measurements or parameters used to assess the stability and performance 

of a power system in terms of frequency deviation. These indices provide an indication of the 

system's ability to maintain a stable frequency under various operating conditions. Renewable 

Energy Sources (RES) play a crucial role in the power system, and their integration has an 

impact on frequency-related aspects. Some frequency indices and the criticality of RES 

integration are as follows: 

Frequency Deviation: Frequency deviation is the difference between the actual frequency and 

the nominal frequency of the power system. This index is used to monitor the system stability. 

The integration of RES, especially large-scale wind and solar power plants, can affect frequency 

deviation due to their intermittent nature and variability in generation. 
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Rate of Change of Frequency (RoCoF): RoCoF measures the rate at which the system frequency 

is changing. It indicates the dynamic response of the system to disturbances. The integration of 

RES can impact RoCoF, particularly during sudden changes in renewable generation output or 

during the occurrence of faults in the system. RES with fast ramp rates can lead to significant 

RoCoF deviations.  

Frequency Nadir: Frequency nadir represents the lowest frequency reached during a disturbance 

or event. It is an important indicator of the system's stability and the available margin for 

frequency control. The integration of RES can affect the frequency nadir, especially during high 

renewable penetration scenarios or when there is a lack of appropriate control measures. 

Frequency Response: Frequency response refers to the ability of the power system to recover 

and return to its nominal frequency following a disturbance. The integration of RES can impact 

frequency response due to their limited or lack of inherent inertia. In systems with high RES 

penetration, additional measures such as grid-forming inverters or energy storage systems may 

be required to provide frequency response support. The criticality of RES integration lies in the 

need to maintain system stability and reliability while accommodating the variability and 

intermittency of renewable generation. As the share of RES in the power system increases, the 

challenges associated with frequency control and stability become more significant. Proper grid 

integration measures, advanced control strategies, and the deployment of energy storage 

systems can help mitigate these challenges and ensure the reliable and stable operation of the 

power system with a higher penetration of RES. It's important to note that the criticality and 

impact of RES integration on frequency indices may vary depending on the specific 

characteristics of the renewable technologies, their penetration levels, grid conditions, and the 

availability of appropriate control and mitigation measures. 

 

3. REVIEW OF VIRTUAL INERTIA EMULATION METHODS  

A. Virtual Synchronous Generator (VSG): 

The Virtual Synchronous Generator (VSG) is a control strategy used to emulate the behaviour 

of synchronous generators in inverter-based systems, enabling the provision of synthetic inertia. 

Several implementations of VSG have been proposed and studied. Here are the key methods as 

shown in figure (1) [37]: 
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FIGURE 1. VSG concept 

a. VISMA (Virtual Impedance and Synchronous Machine Algorithm): 

VISMA combines virtual impedance control and synchronous machine emulation algorithms. 

It employs a virtual impedance loop to regulate the active and reactive power output of the 

inverter and a synchronous machine emulation algorithm to replicate the inertia and damping 

characteristics of a synchronous generator. VISMA has demonstrated stable frequency response 

and improved system stability as shown in figure (2). [38] 

 

 

FIGURE 2. Current source based VISMA 

b. Virtual Synchronous Generator: 

The Virtual Synchronous Generator is a basic implementation that involves adjusting the 

inverter's control parameters to mimic a synchronous generator. By manipulating active and 
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reactive power setpoints, frequency and voltage droop characteristics, and phase-locked loop 

(PLL) parameters, the inverter can respond to changes in system frequency and voltage similar 

to a synchronous generator. This method has been widely investigated and applied in various 

studies. [18-19] 

Synchronous generators are frequently subjected to various assumptions in order to cater to 

diverse research requirements, thereby rendering analysis and design more manageable. In light 

of the fact that the present article is solely concerned with the external features of synchronous 

generator inertia and damping characteristics, the second-order transient model of synchronous 

generators appears to be the most appropriate choice. This is evident from the Eq. (1) presented 

below, which is in conformity with the aforementioned model and is therefore deemed to be 

more suitable for the current research investigation. Consequently, it can be surmised that the 

adoption of this model would yield the most promising and efficacious results. 

𝑇𝑚 − 𝑇𝜀 =
𝑃𝑚

𝜔
−

𝑃𝜃

𝜔
= 𝐽

𝑑𝜔 − 𝜔0

𝜔
− 𝐷𝑝𝜔 − 𝜔0

𝜔 =
d𝜃

dt

                                       (1) 

where 𝐽 is the moment of inertia, 𝐷𝑝  is the damping coefficient, 𝜔 is the angular frequency, 

and 𝜃 is the electrical angle; 𝑇𝑚 is the mechanical torque and  𝑇𝜀 is the electromagnetic torque 

as shown Figure (3). [39] 

 

 

FIGURE 3. Virtual Synchronous Generator (VSG) 

 

c. Synchronverter: 

Synchronverter is another VSG implementation that relies on a combination of PLL and current 

control loops to synchronize the inverter output with the grid. By employing appropriate control 

algorithms, the Synchronverter can provide synthetic inertia and enhance system stability. This 

method has been examined in different research works as shown Figure (4).  [36] 
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FIGURE 4. Synchronverter control 

d. Power Synchronization Control: 

Power Synchronization Control (PSC) focuses on achieving synchronization between the 

inverter output and the grid. It features a synchronization controller that adjusts the inverter's 

output frequency and phase angle based on the grid's frequency and voltage. PSC has been 

studied for its ability to provide virtual inertia and improve system stability. [22-23] 

There is currently a proposed power-synchronization control law for VSCs. 

 

𝑑Δ𝜃

𝑑𝑡
− 𝑘𝑝(𝑓ref − 𝜌′)                                             (2) 

 

where 𝑃ref  is used as a reference for the active power, 𝑃 is the measured active power output 

from the VSC, 𝑘𝑝is the controller gain, and Δ𝜃 is the output of the controller. Δ𝜃, as was already 

mentioned, directly supplies the synchronization for the VSC. During normal operation, a 

second PLL is obviously not needed. Similar to connected SMs, a VSC that uses power-

synchronization control has a dynamic process. By moving the VSC's output voltage phasor 

forward or backward, the transmitted power can be increased or decreased. Section IV gives a 

thorough explanation of the power-synchronization loop's design as shown Figure (5). [22-23] 
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FIGURE 5. Power synchronization control 

 

e. Cascade Virtual Synchronous Machine: 

Cascade Virtual Synchronous Machine (VSM) uses a cascade control structure to emulate 

synchronous machine dynamics. It comprises an inner current control loop and an outer power 

control loop. The inner loop regulates inverter currents to emulate synchronous machine 

behaviour, while the outer loop adjusts active and reactive power setpoints based on system 

frequency deviation. Cascade VSM has been evaluated in various studies as shown Figure (6).  

[24-25] 

 

FIGURE 6. Cascade Virtual Synchronous Machine 
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These different implementations of VSG and virtual inertia emulation methods represent 

ongoing research and development efforts to enhance the integration of renewable energy 

sources (RES) into power systems. Each method has specific control algorithms and 

characteristics aimed at achieving stable frequency response, system stability, and improved 

RES grid integration. Continued advancements in these techniques are expected to optimize 

their performance and enable higher RES penetration. 

Figure 7 summarizes the various methods discussed in literature for frequency regulation in the 

presence of RESs. [35] 

 

FIGURE 7. An overview of the frequency support techniques using RESs. 

B. Induction emulation 

 

Induction emulation, also known as virtual induction or virtual synchronous generator (VSG) 

emulation, is a control strategy used in grid-connected power electronic systems to provide 

dynamic response characteristics similar to those of a traditional synchronous generator or an 

induction machine. In power systems, synchronous generators with large rotating masses 

provide inertia, which helps stabilize the system during disturbances. However, in grid-

connected power electronic systems such as renewable energy systems or microgrids, there may 

not be physical rotating machines with significant inertia. In such cases, induction emulation 

techniques are employed to mimic the behaviour of synchronous generators and provide virtual 

or synthetic inertia. 

 

Induction emulation typically involves the implementation of control algorithms that regulate 

the power flow and dynamics of the power electronic converter by emulating the characteristics 

of an induction machine or a synchronous generator. These algorithms aim to replicate the 

inertial response and frequency stability of conventional generators, enhancing the stability and 
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reliability of the grid-connected system. The control algorithms used in induction emulation 

often incorporate virtual impedance and droop control methods. Virtual impedance control 

adjusts the output impedance of the power electronic converter to mimic the behaviour of an 

induction machine or synchronous generator. Droop control adjusts the power output in 

response to changes in system frequency, simulating the droop characteristics of synchronous 

generators. By implementing induction emulation techniques, grid-connected power electronic 

systems can provide stability support to the grid, enhance the system's ability to handle sudden 

changes in power demand or supply, and improve overall grid reliability and resilience. 

 

C. Inertia emulation in wind technologies 

The inertia emulation in wind technologies, including droop control, hidden inertia emulation, 

fast power reserve, over speed control, and pitch angle control: 

a. Droop Control: 

Droop control is a common method used in wind technologies for inertia emulation. It involves 

adjusting the output power of wind turbines based on changes in grid frequency. The control 

strategy is inspired by the droop characteristic of synchronous generators, where the output 

power is reduced as the grid frequency increases. By implementing droop control, wind turbines 

can contribute to grid stability by responding to frequency deviations. This control strategy 

allows wind turbines to emulate the inertial response of traditional generators, enhancing the 

system's ability to handle frequency variations.[26] 

 

b. Hidden Inertia Emulation: 

Hidden inertia emulation is a technique used in advanced wind turbine control systems to 

provide virtual inertia to the grid. It involves the use of advanced control algorithms to emulate 

the inertial response of conventional generators. The control system continuously monitors the 

grid frequency and adjusts the power output of the wind turbine accordingly, imitating the 

behaviour of synchronous generators. Hidden inertia emulation helps stabilize the grid during 

disturbances by providing an additional source of inertia.[27] 

c. Fast Power Reserve: 

Fast power reserve is a feature implemented in wind turbines to provide a quick response to 

frequency deviations in the grid. It involves the capability of wind turbines to rapidly increase 

or decrease their power output to support grid stability. Fast power reserve helps in maintaining 

grid frequency within acceptable limits during sudden changes in power demand or supply. By 

quickly adjusting their power output, wind turbines with fast power reserve contribute to inertia 

emulation and assist in grid stability.[28] 

 

d. Over Speed Control: 

Over speed control is a safety feature in wind turbines that limits the rotational speed of the 

turbine rotor. It is designed to prevent the turbine from operating at excessively high speeds, 

which can cause mechanical stress and damage to the turbine components. Over speed control 

systems monitor the rotational speed and adjust the pitch angle or break the turbine to limit the 
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speed within safe operating limits. By controlling the rotor speed, over speed control ensures 

the safe and reliable operation of wind turbines.[29] 

 

e. Pitch Angle Control: 

Pitch angle control is a commonly used control strategy in wind turbines to regulate the power 

output and maintain stable operation. It involves adjusting the angle of the turbine blades to 

optimize the capture of wind energy. By changing the pitch angle, wind turbines can control 

the aerodynamic forces acting on the blades and adjust the power output. Pitch angle control is 

essential for maintaining the turbine's power output within safe limits and optimizing the 

turbine's performance under varying wind conditions.[30] 

 

4. REVIEW OF INERTIA ESTIMATION ALGORITHMS 

Inertia estimation algorithms are used to estimate the inertia of power systems. Accurate 

estimation of inertia is important for system stability and control. There are several methods for 

inertia estimation, including model-based algorithms, data-driven algorithms, and hybrid 

algorithms. This review focuses on model-based algorithms for inertia estimation, which 

involve the use of mathematical models of the power system to estimate inertia. Model-based 

algorithms can be classified into two categories: single machine model and multi-machine 

model. 

 

A. Model-Based Algorithms: 

Model-based algorithms involve the use of mathematical models of the power system to 

estimate inertia. These algorithms are based on the fundamental physical principles of the power 

system and are generally more accurate than data-driven algorithms. Model-based algorithms 

can be further classified into two categories: single machine model and multi-machine model. 

 

a. Single Machine Model: 

Single machine model-based algorithms estimate the inertia of a power system using a 

mathematical model of a single machine. The algorithm estimates the inertia by measuring the 

response of the machine to a disturbance. The response is then used to calculate the machine's 

inertia. Single machine model-based algorithms are relatively simple and easy to implement, 

but they are limited to small power systems where the dynamics of the entire system can be 

approximated by a single machine.[31] 

 

b. Multi-Machine Model: 

Multi-machine model-based algorithms estimate the inertia of a power system using a 

mathematical model of multiple machines. The algorithm estimates the inertia by measuring 

the response of the machines to a disturbance. The response is then used to calculate the inertia 

of the entire system. Multi-machine model-based algorithms are more accurate than single 

machine model-based algorithms and can be used for larger power systems. However, they are 
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more complex and require detailed information about the system's topology and 

parameters.[32] 

 

B. Measurement based algorithms 

Measurement-based algorithms are used to estimate the inertia of power systems based on 

measurements from the system. These algorithms are based on the analysis of the system's 

response to disturbances or ambient data. Measurement-based algorithms can be further 

classified into two categories: ambient data-based estimation and large disturbance-based 

estimation. 

 

a. Ambient Data-Based Estimation: 

Ambient data-based estimation involves the use of measurements from the system under normal 

operating conditions to estimate the inertia. The algorithm analyses the frequency response of 

the system to ambient disturbances and uses this information to estimate the inertia. Ambient 

data-based estimation algorithms are relatively simple and do not require any additional 

disturbances to be introduced to the system. However, they are generally less accurate than 

large disturbance-based estimation algorithms.[33] 

 

b. Large Disturbance-Based Estimation: 

Large disturbance-based estimation involves the use of measurements from the system during 

large disturbances to estimate the inertia. The algorithm analyses the frequency response of the 

system to large disturbances and uses this information to estimate the inertia. Large disturbance-

based estimation algorithms are more accurate than ambient data-based estimation algorithms 

but require the introduction of large disturbances to the system, which may not be practical in 

some cases.[34]  

 

5. CONCLUSION 

 

Inertia emulation is an important aspect of wind technologies that helps in stabilizing the grid 

during disturbances. Droop control, hidden inertia emulation, fast power reserve, over speed 

control, and pitch angle control are some of the common methods used for inertia emulation in 

wind turbines. These control strategies allow wind turbines to emulate the inertial response of 

traditional generators, enhancing the system's ability to handle frequency variations. 

Inertia estimation algorithms are used to estimate the inertia of power systems, which is 

important for system stability and control. Model-based algorithms and measurement-based 

algorithms are two categories of inertia estimation algorithms. Model-based algorithms involve 

the use of mathematical models of the power system to estimate inertia, while measurement-

based algorithms use measurements from the system to estimate inertia. Single machine model-

based algorithms and multi-machine model-based algorithms are two types of model-based 

algorithms. Ambient data-based estimation and large disturbance-based estimation are two 

types of measurement-based algorithms. 
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In conclusion, the above topics highlight the importance of inertia emulation and estimation in 

power systems. The control strategies and algorithms discussed in the above topics play a 

crucial role in maintaining grid stability and ensuring reliable operation of power systems. 

These topics demonstrate the continuous efforts being made in the field of power systems to 

improve system stability and control. 
 

There are some potential future works as follows: 

 

1. Development of advanced control strategies for inertia emulation that can handle a wide 

range of operating conditions and disturbances. 

2. Investigation of the impact of wind turbine control strategies on the stability and 

reliability of the grid. 

3. Development of innovative methods for integrating wind power into power systems 

with increased reliability and stability. 

4. Study of the influence of wind turbine parameters such as rotor size, blade pitch angle, 

and generator rating on the effectiveness of inertia emulation strategies. 

5. Exploration of the potential for using renewable energy sources other than wind, such 

as solar and hydropower, for inertia emulation. 

6. Development of hybrid algorithms that combine the strengths of both model-based and 

measurement-based algorithms for more accurate inertia estimation. 

7. Investigation of the impact of communication delays and measurement errors on the 

accuracy of inertia estimation algorithms. 

8. Exploration of the use of machine learning techniques for inertia estimation, such as 

deep learning and reinforcement learning. 

9. Study of the impact of increasing renewable energy penetration on the accuracy of 

inertia estimation algorithms. 

10. Development of real-time inertia estimation algorithms that can provide accurate 

estimates of inertia for fast-acting control strategies. 
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ABSTRACT. The penetration level of renewable energy resources (RESs), such as 

photovoltaic (PV) plant and Wind plant (WP), in the power system is increasing exponentially, 

such plants connected with grid via inverter. This increasing rises from the attention about the 

undetected islanding operation. The islanding can be defined, according to IEEE std.1547, as 

a situation in which part of the power system becomes isolated from the rest of the system. 

Islanding detection methods (IDMs) are divided into passive and active IDM. Among active 

IDMs, active frequency drift (AFD) is the most IDM applied in the literatures. AFD bases on 

injecting a distortion waveform to the original waveform of inverter reference current, this to 

drift the inverter frequency during islanding event to be out of the nominal range. Due to the 

distortion waveform high harmonics will be injected to the system. Recently, to decrease this 

harmonic an improved active frequency drift (IAFD) was presented in the literature. IAFD 

uses a constant step change in in 2nd and 4th quarters of the inverter reference current. IAFD 

has lower total harmonic distortion (THD) injected to the system compared with conventional 

AFD. 

Since the non-detection zone (NDZ) has been considered as a performance measure for any 

IDM. The IAFD method did not introduce any improvement in NDZ over the AFD method. 

Thus, in this paper an adaptive step change is proposed to improve the performance of IAFD 

method, where a positive feedback of voltage frequency is used in this work to vary the 

distortion factor of IAFD. The adaption manner of step change enhances in increasing of 

injected perturbations during islanding event only. Which, it will reduce the NDZ during 

islanding event and decrease the injected THD in steady state operation. The proposed method 

has been theoretically analyzed and modeled using MATLAB/Simulink environment. As a 

result, the proposed method improves the performance of IAFD regard to the non-detection 

zone (NDZ).  

 

Keywords: Islanding detection, active frequency drift, non-detection zone, total harmonic distortionAdaptive 

protection, 

 

1. Introduction. The penetration level of renewable energy resources (RESs), such as 

photovoltaic (PV) plant and Wind plant (WP), in the power system is increasing exponentially, 
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such plants connected with grid via inverter [1], [2]. This increasing rises from the attention 

about the undetected islanding operation [3]. The islanding can be defined, according to IEEE 

std.1547 [4], as a situation in which part of the power system becomes isolated from the rest of 

the system. 

The islanding situation was divided into intentional islanding and unintentional islanding. The 

intentional islanding is doing by operators for urgent and routine maintenance. The 

unintentional islanding occurs due to fault in the network. If these situations are not detected, 

serious problems may occur such as manpower safety, protection, and power quality problems 

[5].  

The IEEE Standard 929 [6] and Standard 1547 [4] restrict the normal operation parameters 

(voltage, frequency, and total harmonic distortion (THD), and specify the allowed time to detect 

the islanding situations. Additionally, the standards suggest steps and testbed system to test the 

islanding detection methods (IDM). 

IDM for gride-tie inverter can be classified into remote and local methods. Remote methods are 

those methods which use the communication infrastructure and located at utility level. Remote 

methods are characterized by high reliability and depend on the communication system 

reliability, but its implementation is expensive and complex. On the other hand, the local 

methods are those methods that utilize the measured quantities in the local level and located 

inside each distributed generation (DG) unit or grid-tie inverter. In more details, the local IDM 

are further divided to passive and active IDM. 

Passive IDM are utilizing the measured parameters (voltage, frequency, active and reactive 

power, THD, ...etc.), to detect the islanding events, by comparing the measured parameters with 

predefined threshold values. The under/over frequency (UOF), under/over voltage (UOV), 

active power variation IDMs were presented in [1], [7], [8]. IDM by reactive power was 

presented in [9]. Rate of change of frequency IDM was presented in [10]. Voltage with THD 

IDM was presented in [11]. Power factor variation with voltage IDM was presented in [12]. 

Although, these methods do not have any impact on the power quality, because there is no 

control action, it was characterized by large Non-detection zone (NDZ) [5]. NDZs are 

determinable conditions, IDM may fail to detect islanding situation at those conditions. NDZ 

has been considered as a performance measure for any IDM. 

Active methods were proposed in the literatures to increase the performance of islanding 

detection. The active methods have lower NDZ compared with passive methods [13]. The 

operation principle of active methods based on injects a small distortion signal in the system to 

force at least one of the system parameters out of the normal operation limits during islanding 

events. Although, the injected distortion causes some of issues in power quality specially for 

THD, the active methods are the most methods among IDMs reported in the literatures, that 

because it is effective on the NDZ reducing. 

The active IDMs further can be classified according to its target actions to active voltage drift 

(AVD) method and active frequency drift (AFD) method [14], [15].  In AVD IDM, the injected 

perturbation will be able to drift the voltage at the point of common coupling (PCC) to activate 
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the UOV protection relay during islanding events [1]. AFD IDM able to drift the frequency to 

activate the UOF protection relay during islanding events. AFD method was proposed in [16], 

[17]. Where, the AFD method has been mathematically analyzed, as a result the NDZ of AFD 

method highly depends on the load quality factor (Q) and zero conduction time (tz) in the 

distorted current waveform. The NDZ reduced with large tz. On the other hand, the large value 

of tz ¬is resulting higher THD. To reduce NDZ, an AFD with positive feedback (AFDPF), 

which aka as sandia frequency shift (SFS), was proposed in [18], [19]. SFS is expansion of the 

AFD method [14]. In SFS a positive feedback of frequency of the voltage at PCC is used to 

change the chopping fraction (Cf). Where, Cf is a function of the frequency deviation between 

the voltage frequency at PCC and the nominal frequency [18]. An improved active frequency 

drift (IAFD) with new distortion waveform, based on constant step change in 2nd and 4th 

quarters of the inverter reference current waveform, was proposed in [13], the IAFD injects 

30% less THD compared with conventional AFD, but the authors limit their study in single PV 

grid connected inverter. To the best of our knowledge, the performance of using of positive 

feedback of voltage frequency with IAFD did not study in the literatures. 

In this paper a modified IAFD method is proposed. The proposed method is extension of IAFD 

method, where a positive feedback of frequency of the voltage at PCC has been added to the 

IAFD. This modification enhances the performance of IAFD by further reducing the NDZ and 

further decreasing of the injected THD to the system at steady state operation. Where, the step 

change in 2nd and 4th quarters of the inverter reference current waveform will be a function of 

frequency deviation between the PCC voltage frequency and nominal frequency. The adaption 

manner of step change enhances in increasing of injected perturbations during islanding event 

only. Which, it will reduce the NDZ during islanding event and decrease the injected THD in 

steady state operation. 

 

2. Review of Active Frequency Drift AFD:  

 

For better understand the proposed method, an overview of conventional active frequency drift 

(AFD) and the improved active frequency drift (IAFD) method were presented in this section. 

The main principle of conventional AFD bases on injecting a distortion waveform to the 

original waveform of inverter reference current, that to drift the inverter frequency during 

islanding event. The original, distorted, and AFD reference current waveforms are shown in 

Fig.1. By distorted waveform, a permanent drift will be produced to drift the operation 

frequency toward the resonance frequency of the load and force the frequency to be out of the 

normal operation limits. 
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FIGURE.1 Original, AFD, and distortion waveform 

The distortion level can be controlled by zero-conduction time (tz) which can be expressed as 

chopping fraction (Cf) as in (1), where the greater tz, the greater Cf hence a larger distortion will 

be introduced to the reference current.  

Cf= 
tz

T
 (1) 

Where, tz is the zero-conduction time and T is the original signal period (2π). Thus, the reference 

current of AFD shown in Fig.1 can be expressed as in (2), 

𝑖AFD(t)= {

I sin(ω ‘t)       → 0 ≤ ωt ≤ π-tz 

 0                    → π-tz ≤ ωt ≤ π 

I sin(ω ‘t)       →

0                    →

π ≤ ωt ≤ 2π-tz
2π-tz ≤ ωt ≤ 2π

 (2) 

Where ω ‘=ω (
1

1-Cf

) 

When grid-tie inverter connected with local parallel RLC load and an islanding event is 

occurred, the operation frequency will drift to the resonance frequency of the local load. Thus, 

phase angle criteria can be applied (θload = θAFD) as in (3), where θAFD = 0.5πCf [16]. 

𝑎𝑟𝑔 [𝑅−1 + (𝑗𝜔𝐿)−1 + 𝑗𝜔𝐶]−1 = 0.5𝜋Cf  (3) 

Where the operator 𝑎𝑟𝑔 determine the angle of local load in radian, Cf is the chopping fraction 

as given in (1). However, this method is effective, but it has a large NDZ for some RLC load 

combinations, and it injects high harmonics to the system. To overcome these issues a positive 

feedback was proposed in [16] to vary the chopping fraction (Cf) as in (4). 

Cf= Cf
o
+𝛽( f

g
 – f ) (4) 

Where, Cf
o
 is the initial value of chopping fraction, f is the nominal frequency (50 or 60 Hz), f

g
 

is the grid frequency at PCC, and 𝛽 is the acceleration rate. These improves the NDZ for 

different load types, but still effect on the power quality by introducing harmonic components. 

Where according to [20], in AFD, the THD ≈ Q/P ≈ Cf. To drive the frequency out of limit, a 

𝜋

2𝜋3𝜋 2𝜋 20

ωt

tz

Original reference 

current waveform

AFD reference

current  waveform

Distortion

waveform

(a)

tz
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large ∆Q/P is needed, consequence a large Cf is required, then high harmonics will be injected 

to the system [21-22]. 

To decrease the THD produced from AFD an IAFD, that uses different distortion signal, was 

proposed in [13]. IAFD uses a new distortion waveform, it bases on constant step change in 2nd 

and 4th quarters of the inverter reference current waveform. The waveforms of original, 

distorted and IAFD reference current waveforms are shown in Fig.2. 

 
FIGURE.2 Original, IAFD, and distortion waveforms 

The reference current waveform of IAFD can be expressed as, 

𝑖IAFD(t)= {

I sin(ωt)                → 0 ≤ ωt ≤ π/2 

 I sin(ωt) -  KI        → π/2 ≤ ωt ≤ π 

I sin(ωt)                →

I sin(ωt) +  KI       →

π ≤ ωt ≤ 3π/2

3π/2 ≤ ωt ≤ 2π

 (5) 

Where, K is a constant represents the detorsion factor. IAFD method decreases the injected 

THD to about 30% compared with AFD method. However, according to [13] the THD produced 

by IAFD is expressed as, 

THDIAFD = √
K 2 ( π 2- 8 )

π 2 - 4 π K + 8 K 2
 (6) 

In addition, the phase angle θ1 of the fundamental IAFD reference current was expressed in 

[13] as in (7), 

θ1= tan-1 (
2K

π - 2K
) (7) 

Where, K is a constant represents the detorsion factor. Since the active power and reactive 

power of sinusoidal waveform are defined as in (8) and (9), respectively, the Q/P ratio can be 

expressed as in (10), 

P = V . I1 .cos(θ1)  (8) 

Q = V . I1 .sin(θ1)  (9) 

Original Reference Current waveform

IAFD reference current waveform 

𝜋

2𝜋3𝜋 2
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Q

P
 = tan( θ1) = 

2K

π - 2K
 

(10) 

Where, I1 and θ1 are the rms value and the phase angle of the fundamental reference current 

waveform. As a comparison between AFD and IAFD, THD ≈ Q/P for AFD, consequence the 

maximum allowable value of Q/P is (5%) that because THD limitation. On the other hand, 

based on (10) to produce Q/P = 5% in IAFD the distortion factor will be K = 0.075. Thus, based 

on (6) the THD will be about 3.4%. In other word, the IAFD success in decrease the THD as 

compared with conventional AFD. 

Regarding to the NDZ, the IAFD method did not introduce any improvement in NDZ over the 

AFD method, Where the NDZ of IAFD approximately equal to the NDZ of AFD. This has 

motivated the present work to modify the IAFD to decrease NDZ. 

 

3. The Proposed Method  

 

As stated in the previous section, the distortion waveform in IAFD was a constant step change 

in 2nd and 4th quarters, where the distortion factor K in IAFD was constant. The proposed 

method in the present work, a positive feedback of the grid voltage frequency has been used to 

vary the distortion factor K. Consequently, the distortion factor K is a function of frequency 

deviation between the grid frequency fg and nominal frequency f, this can be given as, 

K(f) = Ko+β( f
g
 - f ) (11) 

Where, Ko is the initial value of distortion factor, β is the accelerating factor of the proposed 

method, fg is the grid frequency at PCC, and f is the nominal frequency (50 or 60 Hz). Thus, the 

phase angle θ1 of the fundamental reference current will be as, 

θ1= tan-1 (
2K( f )

π - 2K( f )
) (12) 

Where, K(f) is the distortion factor as given in (11). The angle of local load can be calculated 

as, 

θload= tan-1 (Q
f
 [ 

f
0

f
 - 

f

f
0

 ]) (13) 

Where, Q
f
 is the load quality factor. f

0
 is the resonance frequency of the load. To determine the 

NDZ of the proposed method, the phase angle criteria can be applied (θ1 = θload) as, 

tan-1 (
2K( f )

π - 2K( f )
)= tan-1 (Q

f
 [ 

f
0

f
 - 

f

f
0

 ]) (14) 

Thus, after reorganizing the equation (14), the NDZ of the proposed method can be determine 

by solve the following second order equation, 

f
 o

 2
 -  

2 f K( f )

Q
f
 (π - 2 K ( f )

 f
o
-  f

 2
= 0 (15) 
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Where, K(f) is the distortion factor as given in (11) and  f
o
 is the resonance frequency of load. 

To calculate the NDZ of the proposed method, the islanding frequency f is first adjusted to a 

threshold frequency (fmin or fmax). Then the value of Qf is varied, and finally the resonant 

frequency  f
o
 of the load is calculated at the threshold of the NDZ. 

In the proposed method the distortion factor K is continuously variated by the acceleration rate 

β. When the acceleration rate is zero the proposed method becomes an IAFD. However, the 

NDZ of the proposed IDM versus the quality factor Qf, with distortion factor K = 0.105, nominal 

frequency f = 60 Hz, and difference acceleration rate β, is presented in Fig. 3. 

 

 

FIGURE. 3. NDZ for the proposed methods with K = 0.105 and difference acceleration rate β. 

As seen in Fig.3, the more acceleration rate, the smaller NDZ. By using acceleration rate β zero 

the NDZ of the proposed method like as the NDZ in IAFD. Additionally, at steady state 

operation (grid frequency  f
g
  equal to the nominal frequency f) the acceleration term in (11) 

will be zero, that is mean there no additional THD will be injected in the system. Once the 

frequency deviated away from the nominal frequency the distortion factor starts to vary in linear 

manner with frequency deviation, which decrease the NDZ to detect the island situation. 

 

4. Simulation Results 

 

To verify the proposed method, a grid connected single-phase inverter with parallel RLC load 

has been considered. The power circuit of the test model was presented in Fig.4. the system 

parameters are listed in Table I. The test model and the proposed method were modeled in 

MATLAB/Simulink. The inverter was modeled as H-bridge IGBT thyristor with PWM current 

control. The LCL filter was designed to limit ripple in the inverter output current and to limit 

the THD to be less than 5%. 

NDZ with acceleration rate β = 0

NDZ with acceleration rate β = 0.2

NDZ with acceleration rate β = 0.4

NDZ with acceleration rate β = 0.5
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FIGURE. 4. Power circuit of the test model. 

TABLE 1. SYSTEM PARAMETERS 

Parameter Value 

DC Voltage 400 V 

AC grid voltage 300 V 

Grid frequency f 50 Hz 

Switching frequency fs 10kHz 

L1 for LCL filter 4.06mH 

L2 for LCL filter 4.35mH 

C for LCL filter 6.01µF 

Initial distortion factor Ko 0.105 

Accelerating factor β 0.05 

Test load  fo = 49.9Hz, Qf = 2.5 

The voltage waveform at PCC and inverter output current at normal operation (without 

islanding) are presented in Fig. 5 (a) and (b), respectively. It observed that the inverter output 

current is distorted based on the proposed method. Where, at normal operation the distortion 

factor K is equal to the initial distortion factor (Ko = 0.105), that because there is no deviation 

between the voltage frequency at PCC and the grid nominal frequency.  

(a) 

 

(b) 

PV

Array

DC

AC

Single phase

inverter
LCL filter Parallel RLC

load

AC
+

-

Grid

Utility BreakerPCC

iinv
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FIGURE. 5. Voltage and current at normal operation with proposed method: (a) voltage 

waveform at PCC (b) inverter output current. 

The spectrum of inverter output current waveform is presented in Fig.6. It is observed that the 

THD was 4.9%, that because the used distortion factor was (0.105). However, the THD for 

various values of distortion factors K are presented in Fig.7. It is observed that, the maximum 

allowable initial distortion value is about 0.105, which produce THD about 5%.  

 

FIGURE. 6. spectrum of the inverter output current. 

 

FIGURE. 7. THD for various versus the distortion factor. 

To verify the NDZ of the proposed method, a test load with quality factor 2.5 and resonance 

frequency 49.9 Hz has been considered. As shown in Fig. 3, the test load is in the NDZ of the 

IAFD, and it is out of the NDZ of the proposed method. 

An islanding situation is simulated at 0.2 second of the simulation time by open the utility 

breaker in Fig.4. The inverter output current, voltage at PCC, and the frequency of at the PCC 
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has been presented in Fig.8 (a), (b), and (c). it is observed the inverter current has small 

distortion due to the distortion signal of the proposed method. From Fig.4 (c), the frequency at 

PCC start to decrease at about 0.21 second due to the proposed method, and the frequency 

reached to the frequency limit (49.3 Hz) at about 0.25 second. 

(a) 

 

(b) 

 

(c) 

 

FIGURE. 8. (a) Inverter output current at islanding event. (b) voltage at PCC. (c) frequency at 

islanding event 

From voltage and current measurements Fig (a) and (b), the islanding is properly detected by 

the proposed method. As a comparison between the proposed method and IAFD method, the 

test load located in the NDZ of the IAFD, that mean the IAFD unable to detect the islanding 

situation at that load. On the other hand, the proposed method able to detect the islanding at that 

load. 

In the proposed method, the distortion factor is adaptive. The variation of distortion factor 

during the islanding event has been presented in Fig.9. It is observed that, the initial value of 

distortion factor was 0.105, and it starts varying at 0.2 second. Where, according to proposed 

method the distortion factor increases with frequency deviation. 
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FIGURE. 9. The variation of distortion factor for proposed method. 

 

Based on the simulation results, the proposed method successfully improved the performance 

of IAFD islanding detection method by decreasing the NDZ. Additionally, the proposed method 

does not inject any additional harmonics over the IAFD at steady state operation. 

 

 

5. Conclusion 

 

In this paper, a modified IAFD method was proposed. A positive feedback of frequency of 

the voltage at PCC was added to vary the injected perturbation, that to improve the performance 

of the IAFD. The adaption manner of distortion signal enhances in increasing the injected 

perturbations during islanding event only. Which reduced the NDZ during islanding event and 

decreased the injected THD in steady state operation. The proposed method was modeled in 

MATALB/Simulink environment, and it was tested in testbed system as suggested in IEEE 

Standard 929 [6] and Standard 1547 [4]. As a result, the proposed method successfully 

improved the performance of IAFD method by decreasing the NDZ. The proposed method 

could be enhanced farther by choosing the optimal values of initial distortion factor Ko and 

acceleration factor β, this could be as a future work of the presented study. 
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