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ABSTRACT. Due to high penetration of renewable energy recourses in the existing 
distribution network, the protection system faced a new challenge. This paper presents 
an adaptive overcurrent protection scheme for active distribution network ADN 
enhanced by real time measurement gathered from micro phasor measurement unit 
𝜇PMU. The 𝜇PMU measurement is used in this paper to estimate the network topology 
of the ADN. The proposed scheme has been tested and validated using MATLAB 
programing environment. The simulation results demonstrate the effectiveness of the 
proposed adaptive protection scheme. 

 
Keywords: Power System Protection, Adaptive protection, renewable energy recourses, active distribution 

network, optimization technique. 

 
1. Introduction.  

Nowdays, a high penetration of renewable energy in an electrical distribution network, this 
penetration lead to convert the passive distribution network to be an active distribution 
network[1-3]. The conventional distribution networks are a dual structure system that consist 
of substations and loads, with the power flowing from the grid to consumers. Since there are no 
distributed generations (DGs) connected into the grid, this kind of network can be called a 
passive distribution network (PDN) [4]. 
An active distribution network (ADN) is a ternary structure system, which consists of DGs, 
substations and loads, where a flexible network topology is employed to manage power flows 
and achieve the proactive regulation of DGs [5]. 
The increase in the short circuit level and change in fault current directions in the ADN 
influence the protection coordination between relays installed in the ADN, and disturb the 
functionality and the selectivity of those relays. Further, dynamically changing load, generation 
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and topology cause a significant change in fault currents which sometimes results in a 
miscoordination of one or more primary - backup relay pairs. 
Furthermore, blinding of protective devices and false tripping are the most common protection 
problems associated with integrating DGs in the DN [6]. 
Many researches have been presented in literature to deal these problems. Whereas, the non-
adaptive protection scheme provides settings of relays, which can coordinate properly in both 
grid-connected and islanded modes. However, such a scheme cannot provide proper 
coordination when one or more lines in the system go out-of-service for any reason [7, 8]. On 
the other hand, adaptive protection scheme provides optimum settings for each operating 
topology and the circuit breaker status of DERs [9]. The adaptive protection provides much 
better coordination with relatively low operating times of all the relays [10, 11].  
To reduce the possibility of the unwanted power outage, proper coordination among the 
direction overcurrent relays DOCRs is necessary. That’s mean, the minimum coordination time 
interval (CTI) must be maintained between the operating times of primary and the 
corresponding backup relay pairs. Proper protection coordination can be achieved through 
optimum settings of the two parameters of DOCRs, namely, time multiplier setting (TMS) and 
plug setting (PS). 
Normally, optimization-based approaches are used to obtain the optimum settings of the relays. 
In term of this, the problem is formulated as either a linear programming (LP) or a nonlinear 
programming (NLP) problem and various optimization techniques are applied to solve these 
problems. In LP formulation, the operating times of relays are expressed as the linear function 
of the TMSs of the relays whereas the PSs of the relays are assumed to be already known. A 
simple approach and its variants have been proposed to determine the TMS of the relays in [12]. 
In NLP formulation, the operating time of a relay become a nonlinear function of TMS and PS 
of the relay [13]. Subsequently, application of various metaheuristic optimization methods such 
as particle swarm optimization (PSO), genetic algorithm (GA), and evolutionary algorithm 
(EA) have also been proposed in the literature. 
The proper adaptive overcurrent protection needs a real time information, this information 
generally obtained by s supervisory control and data acquisition (SCADA) system or intelligent 
electronic devices (IEDs). These data face two types of issues. The first one is a high time delay, 
whereas the second one is considerable measurement errors. From this point in this paper the 
phasor measurement unit PMU is used to enhanced the adaptive protection scheme. real-time 
monitoring and protection scheme of AC MGs by employing a synchrophasor at the point of 
common coupling (PCC) has been discussed [14].  The 𝜇PMU provides phasor measurements 
at very high-resolution, which is one of the most important requirements to use them at 
distribution level [15]. 
This paper proposed an adaptive overcurrent protection scheme enhanced with micro phasor 
measurement unit 𝜇PMU. The MATLAB program is used to solve the nonlinear optimization 
problem. The proposed scheme has been tested in an active distribution network. The micro 
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phasor measurement unit 𝜇PMU is used in the proposed scheme to gathered the real time 
information from the network to the control center via suitable communication link. 
The organization of the rest of this paper is as follows, In Section II, the proposed adaptive 
overcurrent protection is presented, which include the optimal relay setting calculation. In 
Section III, Simulation results and discussion is presented. Finally, the conclusion is presented 
in Section V. 
 

2. The Proposed Adaptive Overcurrent Protection. 
The main aim of protection schemes is to limit the damage, by separating the faulted section 
from the healthy one as quickly as possible. There is a minimum time gap between the operating 
times of primary and its corresponding backup relay. This time gap is known as the coordination 
time interval (CTI) of the primary-backup relay pairs. The proper protection coordination is 
achieved through the optimum settings of the direction over current relays DOCRs. However, 
the settings need to be changed as the network topology changes. 
The operating time of a DOCR is dependent on its two parameters for given fault current. These 
parameters are time multiplier setting (TMS) and pickup current setting (PCS). The value of 
TMS and PCS parameters is called settings of the relay. In numerical DOCRs, TMS and PCS 
parameters are considered as the continuous variable within their range. Also, these parameters 
can be modified remotely from the control centers through a suitable communication link. 
The real-time measurements obtained from 𝜇PMUs can be used to estimate the correct topology 
of the network. On the other hand, the status of various CBs, DGs, and PCCs can be obtained 
through the 𝜇PMUs. All this information will send continuously to the main control center to 
determine the short circuit current. The time coordination of primary and backup relay also will 
check in the control center.  
Figure.1 present the proposed adaptive protection scheme the data is collected by using 𝜇PMUs 
and send to the main control center. In the control center there are two main function. the first 
one is calculating the short circuit current in each branch in the system by using the information 
gathered from the 𝜇PMUs. 

 
FIGURE.1 The proposed adaptive overcurrent protection 

Main Control 
Center

𝜇PMU 𝜇PMU 𝜇PMU

PDCs and communication media

Optimum setting 
calculation

Short Circuit 
calculation
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   Whereas, the second function that must be done according to the proposed scheme is 
calculating the time coordination between the primary and the back-up protection relays, if the 
coordination time within the range the process well repeated. On the other hand, if the 
coordination time is out of range the optimum relay setting must to calculated and sent to the 
DOCRs. 
The optimum setting of overcurrent relay is usually formulated as a constrained optimization 
problem. Several objective functions have been discussed in recent literature. The most 
common objective function used in literature is the minimization of the sum of the operating 
times of all the Directional Over Current Relays (DOCR) for the maximum fault current, this 
objective function is expressed as follows: 
 

𝑂𝐹 = min 𝑡 ,                                                                  (1) 

 
Where m is the number of relays, top,i  is the operation time for relay Ri . The operation time for 
relay Ri can be calculated by: 

 

𝑡 , =
𝜇 . 𝑇𝑀𝑆

(𝐼 , /𝑃𝑆 ) − 1
                                                                 (2) 

 
Where TMSi is the time multiple setting for Relay Ri , IF,i is the maximum current flow through 
relay Ri.  PSi is the relay plug setting and µ, β is the relay characteristic constant as shown in 
table 1. 
 

TABLE 1 . Overcurrent Relay Constant [16] 
Relay type µ β 
standard inverse relays 0.14 0.02 
very inverse relays 13.5 1 
extremely inverse relays 80 2 

 
The objective function (1) minimizes the operating time only for primary relay without taking 
in account the backup relay operating time. To minimize the operating times of the backup 
relays along with those of the primary relays, the objective function in (3) can be used also: 

𝑂𝐹 , =  (𝑡 , ) + (𝑡 , + 𝑀𝐶𝑇)                               (3) 

 
Where, OFi,j is the summation of operating time for the primary relay Ri and the backup relay 
Rj. top,i, top,j are the operating time for the primary relay Ri and backup relay Rj, respectively. 
MCT is the minimum coordination time between primary and backup relays. The objective 
function (3) is subjected to the following set of constraints: 
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1. If a primary relay Ri has a backup relay Rj for a fault at any line k, then the coordination 
constraint can be expressed as follows: 
 

𝑡 , − 𝑡 ,  ≥ 𝑀𝐶𝑇                                                      (4) 
 
Where top,i, top,j is the operating time for the primary and backup relays, respectively.  
 

2. The operating time for the relay Ri should be larger than the minimum operating time 
and less than the maximum operating time, this constraint can be expressed as: 
 

𝑡 , ≤ 𝑡 ,  ≤ 𝑡 ,                                                   (5) 
Where ti,min , ti,max is the minimum and maximum operating time of the relay Ri. 
 

3. The TMS and PS should be within relay rang: 
 

𝑇𝑀𝑆 , ≤ 𝑇𝑀𝑆  ≤ 𝑇𝑀𝑆 ,                                  (6) 
 

𝑃𝑆 , ≤ 𝑃𝑆  ≤ 𝑃𝑆 ,                                              (7) 
 
Where TMSi,max, TMSi,min are the minimum and maximum limits of the time multiple 
setting, respectively. PSi,min, PSi,max are the minimum and maximum limits of plug 
setting, respectively. 
 

  For numerical/digital type of relays, TMS and PS can have any continuous value within their 
ranges. Whereas, for static or electromechanical relays, TMS can be any continuous value but 
PS can only have certain fixed discrete value within their respective ranges. Anyway, numerical 
relay has been used to conduct this paper. 
                                                    

3. Result and Discussion.  
To investigate the effectiveness of the proposed protection scheme, an active distribution 
system has been chosen. The single line diagram of the chosen distribution system is shown in 
figure.2. It has 4 buses and 4 lines. The distribution system is connected to the grid at bus 1. 
There are two 5MVA distributed generators DGs connected to the system at bus 2 and bus 4. 
The short-circuit rating of the grid is 250 MVA, whereas the generators have a short-circuit 
rating of 25 MVA. In simulation, the base voltage is taken as 11 kV and base MVA is 100. 
Each transmission line of the network has a resistance and reactance of 0.02 pu and 0.05 pu, 
respectively. 
In order to provide proper protection system, the system has 8 directional numerical over 
current relay DOCRs, 2 relays at each line. 
The current transformer CT for each relay based on the maximum loading current and short 
circuit current. Table 2 proposes the selected CT ratio for all relays, the load current at peak 
load, the maximum and the minimum short circuit currents for each relay in the system. 
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TABLE 2. Load Current, Fault Current And CT Raio 
Line 
No. 

Relay 
No. 

Iload 
(A) 

If min 
(A) 

If max 
(A) 

CT 
Ratio 

L1 
1 597 6543 8261 3000/5 
2 597 1701 2148 3000/5 

L2 
3 117 3412 4187 1200/5 
4 117 2271 2788 800/5 

L3 
5 178 3875 4735 1200/5 
6 178 1426 1742 1000/5 

L4 
7 62 3129 3810 1000/5 
8 62 1827 2225 600/5 

 
Firstly, DG2 which is connected in bus 4 is assumed to be isolated from the network. after all 
measurements and topology information sent to the main control center, the short circuit current 
is calculated in each line, in order to determine the coordination time of primary-backup relay 
pairs. 

 
FIGURE. 1. Distribution system under study 



Adaptive Overcurrent Protection Scheme for Power Systems with High Penetration of Renewable Energy 
Recourses  

 

12 
 

Referring to the figure 2, there are 10 pairs of primary-backup protection relays in the system. 
So, the short circuit current for each pair is shown in table 3. 
 

 
TABLE 3. Short Circuit Current For Primary And Backup Relays 

Fault 
Location 

Pair No. Rprim RBack Iprim 
(A) 

IBack 
(A) 

L1 
1 2 4 2527 1542 
2 2 6 2527 821 

L2 
3 3 1 4466 4627 
4 3 6 4466 465 
5 4 8 3048 436 

L3 
6 5 1 4987 4481 
7 5 4 4987 384 
8 6 7 1989 1874 

L4 
9 7 3 4066 1587 

10 8 5 2491 2369 
 
After obtaining the short circuit current for all relays, the optimal setting is generated from the 
control center and sent to the relays. Figure.3 shows the PS and TMS setting for all relays.  To 
ensure suitable setting for proper coordination between the primary and back up protection, the 
operating time for all pairs of primary and backup relays, the coordination time interval CTI for 
all pairs and the minimum acceptable coordination time MCT have been calculated and 
presented in figure.4. For example, if a fault is occurred at line L1, the primary protection is R2 
and the Backup protection is R4, pair No. 2 in table 6.  

 
FIGURE. 2 Relay setting from control center for all relays (a) Pluge setting PS (b) Time 

multiple setting TMS. 
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Figure.4 (a), shows the operating time of the primary protection (R2) is about 0.5 seconds. The 
operating time for the backup protection (R4) is about 0.7 seconds. The coordination time 
exactly equals 0.2 seconds. Similarly, the coordination time for pair No. 3 is about 0.22 seconds, 
and for pair No. 4 is about 0.9 seconds, and so on. So, there is no pair of primary and backup 
relay has a coordination interval less than 0.2 sec. 
 

 
 

FIGURE. 3 (a) operating time in second for primary and back-up relay (b) Coordination time 
interval CTI and Minimum coorination time for all pairs of primary and back-up relays 

 
With integration of DG2 at bus 4 the short circuit must be recalculated; this is done in the 
control center. All measurements and topology information are sent to the control center to 
calculate the short circuit current for the entire network in order to determine the optimal relay 
setting to ensure the proper coordination between primary and backup protection. The short 
circuit calculation is shown in table 4. Must to be noted, the short circuit current increased in 
some line after DG integration. 

   By assuming the relays' setting remains without any change. Then, by the short circuit 
current, which is presented in table 4, and relays setting presented in figure3, the operating time 
for primary and backup protection pairs and the coordination time interval CTI are shown in 
figure 5. 
 
 
 
 
 
 
 

1 2 3 4 5 6 7 8 9 10
0

0.5

1

1.5

2

2.5

Number of Relay Pair

T
im

e
 (

S
e

c)

(a)

 

 

1 2 3 4 5 6 7 8 9 10
0

0.5

1

1.5

2
(b)

T
im

e
 (

S
e

c)

 

 

Number of Relay Pair

Top for RP

Top for RB

MCT

CTI



Adaptive Overcurrent Protection Scheme for Power Systems with High Penetration of Renewable Energy 
Recourses  

 

14 
 

TABLE 4. Short Circuit Current After Dg2 Is Integrated 
Fault 

Location 
Pair No. Rprim RBack Iprim 

(A) 
IBack 
(A) 

L1 
1 2 4 3207 1693 
2 2 6 3207 1373 

L2 
3 3 1 4840 4523 
4 3 6 4840 465 
5 4 8 3382 919 

L3 
6 5 1 5074 4457 
7 5 4 5074 505 
8 6 7 2866 1595 

L4 
9 7 3 4091 1741 

10 8 5 3342 2111 
 
 
 

 
 

FIGURE. 4 (a) The operating time for all relay pairs after DG2 is integrated without change 
the relay setting (b) The coordination between primary and backup protection without change 

the relay setting. 

Figure.5 (b) clearly shows the coordination time is failed in pairs 2, 5, and 9, i.e. the 
coordination time between primary and backup protection relay less than 0.2 seconds. Based 
on the proposed scheme when the coordination time out of range the optimum setting should 
be calculated and sent to the relays. 
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FIGURE. 5 (a) Plug Setting PS, (b) TMS for all relays, by proposed scheme after the 

communication link return to the service. 

Figure. 6 shows the new setting od relays generated by control center after the DG2 is 
integrated. It is clear that all relays have been properly optimized. By applying the short circuit 
current given in table IV for the new relays setting, the operating time for each relay can be 
obtained.    Figure. 7 shows the operating time of the relay pairs after applying the new relay 
setting. Figure 7 (b) clearly shows that there is no coordination time interval CTI less than MCT 
(0.2 sec.). Where, the coordination time between the primary relay R6 and the backup relay R7 
in pair No. 8 is about 0.27seconds, and similarly between R2 and R6 is about 0.34 seconds. 
 

 

FIGURE. 6  (a) Operating time relay pairs (b) CTI and MCT for all for all relay pairs, by 
using optimal setting form the proposed scheme 
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4. Conclusion.  

In this paper an adaptive protection scheme based on a micro phasor measurement unit 𝜇PMUs 
is proposed. The proposed scheme used the 𝜇PMUs to obtain the accurate measurement form 
the network to the control center. The coordination time between the primary and back-up 
protection relay is calculated continuously in the proposed scheme. The settings of all relays 
have been optimized to maintain the coordination time between the primary and the back-up 
relay. The simulation result shows that the proposed scheme is effective and sufficient to 
overcome the negative impact of distributed generation DGs in the distribution network. 
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ABSTRACT. This paper presents a new islanding detection technique based on an 
artificial neural network (ANN) for a doubly fed induction wind turbine (DFIG). This 
technique takes advantage of ANN as pattern classifiers. Five different ANN systems 
are presented in this paper based on various inputs: three phase power, phase voltage, 
phase current, neutral voltage, and neutral current. An ANN structure is trained for 
each input, and the comparison between the different structures is presented. 
Feedforward ANN structures are used for the five systems. Three different learning 
algorithms are used: backpropagation and two artificial optimization techniques: 
Genetic Algorithm (GA) and Cuckoo optimization algorithm. For each method in each 
training technique, the results and the cost function are presented. The comparison of 
different inputs different algorithms is conducted. MATLAB 2020a is used to simulate 
the ANN structure and code the training algorithms. A detailed discussion of the input 
sample rate has also been manipulated to make the computational burden a factor in 
assessing the performance. 

 
Keywords: Islanding Detection Method (IDM), Artificial neural network (ANN), Genetic Algorithm, Cuckoo 

algorithm, optimization, backpropagation, feedforward, distributed energy resources (DER), double fed induction 
wind turbine (DFIG), micro-grid. 
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1. Introduction.  
Islanding detection is one of the most critical issues considered in any distributed energy 

resource (DER). Islanding occurs when a part of the distribution system becomes isolated from 
the main supply. If islanding is detected, the DER should be tripped out. Typically, a DER 
should be disconnected within 0.1-2 seconds after the loss of the main supply [1-3]. If the 
islanding is failed to detect, the islanding may lead to power inequality issues and safety issues 
for machines and humans. Different techniques are presented in the literature for these 
purposes. These techniques can be broadly divided into remote and local techniques. Remote 
techniques are associated with islanding detection on the supply side and the local on the DER 
side. In remote techniques, communication is needed to send a trip signal to the DER when the 
islanding is detected. Furthermore, Local algorithms divide into passive, active, and hybrid 
methods.   

The main philosophy of the local techniques is based on monitoring the output of the DER 
and detecting the status of the main supply. This monitoring may base on output power, voltage, 
frequency, current, etc. If the external source (auxiliary) injects current, power, harmonic…. to 
the system, in parallel with the monitoring, the technique is called active techniques, otherwise 
it is called passive technique.  
Some of the remote detection techniques presented in the literate are based on the transfer 
scheme trip and power line signaling scheme. The concept of the transfer trip scheme is based 
on monitoring all breaker status and sent a trip signal to the DER if the islanding is detected. 
Supervisory control and data acquisition (SCADA) [4], or wide-area monitoring system 
(WAMS) [5-6] are used as remote IDM. The signal is continuously generated at the 
transmission side in the signaling technique, and the DER has a receiver to detect this signal. 
In these techniques, the islanding status is proved if the DER does not receive any signal [7-9].  
A high-frequency impedance estimation-based technique is an example of active detection 
techniques [10]. In [10], the potential failure mechanism of the f-Q (frequency-reactive power) 
drifting is analyzed. Then, the researchers proposed a high-frequency transient injection-based 
islanding detection method. From the results of this paper, the high-frequency temporary 
injection method is better than the traditional injection method. Another researcher presents a 
detection method as an example of passive techniques in [11]. In [11], researchers using the 
Forced Helmholtz Oscillator to the signal at the point of common coupling. The dynamic 
characteristics of the synchronous generator and signal processing technique are presented in 
[12]. This paper proposes a hybrid islanding detection method for distribution systems 
containing synchronous distributed generation (SDG) based on two active and reactive power 
control loops and a signal processing technique. 

Other techniques based on artificial neural network are presented in [13-15]. In [13], the 
proposed artificial neural network (ANN) employs minimal features of the power system. The 
performance comparison between stand-alone ANN, ANN- evolutionary programming, and 
ANN- particle swarm optimization in the form of regression value is performed. In [14], a new 
composite approach based on wavelet-transform and ANN for islanding detection of distributed 



Mohammad M. Al-Momani, Seba F. Al-Gharaibeh , Ali S. Al-Dmour, Allaham Ahmed J. 
 

21 
 

generation is presented. The wavelet transform is used to detect events, and then the artificial 
neural network (ANN) is used to classify islanding and non-islanding events. In [15], the S-
transform is used to obtain the frequency spectrum at the terminals of the DER; then, the ANN 
is used to identify whether the event is islanding. Like other protection functions [16-18], 
WAMS and machine learning can be used to detect the islanding in the system and send a 
protection signal to the remote protective relays to prevent any mis operation. Still, it is 
expensive to apply and need a good communication infrastructure.  

This paper is organized as follows: Section II presents the ANN structures and the used 
learning techniques. Section III offers the proposed ANN structure for the three systems. The 
simulation results and comparisons are shown in section IV.  Then the conclusion is presented 
in Section V.   
 
2. ANN and Learning Techniques 
2.1 Feed-Forward ANN structure ANN is a learning technique used in different areas for 
different purposes. The very widely used applications of ANN are classification applications. 
The main structure of the ANN is shown in Figure 1. 

 
FIGURE 1. General feedforward ANN structure 

In general, ANN has three types of layers: an input layer has n neurons, hidden layer(s), and 
the output layer has m neurons. Where n and m are the number of inputs and outputs, 
respectively. The number of hidden layers and the neurons in each hidden layer is adjustable. 
The optimal number of layers needs more information about the problem to identify. For this 
study, the number of layers and neurons are selected based on experience; then, general formula 
to determine the number of neurons in each layer is proposed. Each neuron has an activation 
function, so the neurons’ output is a function of the sum of the inputs (net). Different activation 
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functions are available to use. These activation functions may be divided into step, linear, and 
nonlinear functions in general. Other nonlinear functions are presented in the literature include 
sigmoid function, hyperbolic tangent function, rectified linear unit function, leaky rectified 
linear unit function, soft-max function, and switch function. Each of these functions has 
advantages and disadvantages. The selection of the activation function is based on the 
application. The sigmoid function is the most common. Each neuron in layer (i) connects with 
each neuron in layer (i+1) via a weight. The arrows in Figure 1 refer to the weights. 
The weights in the structure are defined by the learning technique based on the inputs/outputs 
samples. The training samples should represent the overall behavior. The output samples are 
called targets, where the outputs of the neural network are called outputs. The learning 
techniques are mainly optimization techniques. The cost function of the methods is to minimize 
the sum of the absolute (square) error between the output and the target. Once the outputs and 
the targets are very close together, the learning is done. The backpropagation learning technique 
is very commonly used in this context. The main disadvantage of this algorithm is the highest 
probability of sticking to a local solution. Based on this concept, any optimization algorithm 
(hard or soft computational techniques) can be used to solve this optimization problem. In this 
paper, two soft computational methods: Genetic algorithm (GA) and cuckoo algorithm (CA) 
and one hard computational technique (backpropagation), are used and then compared. 
 
2.2 Genetic Algorithm.  

Genetic algorithm (GA) is one of the very widely used techniques in optimization problems. 
This algorithm is based on the concept of human gene behavior. Firstly, a considerable 
population generated randomly has a specific number of randomly proposed solutions. Each 
solution is called a gene. The behavior of these genes is getting from the cost function (the value 
of the cost function at a specific solution ‘chromosome’). If the problem is to maximize, the 
chromosomes with the highest values have the best performance and vice versa. From the first 
iteration, the chromosome which has better performance is selected, then these chromosomes 
will be mated to get a new population. The mating is similar to human mating, but for variable 
cross-over, so the latest population performs better than the old one. This procedure will repeat 
more and more to get the specific cost function. The mutation idea is created to prevent any 
predicted local solution. In the mutation process, the genes in the chromosomes are changed 
randomly. This simple step is used to add noise to the signal, which will help the algorithm to 
go over any local solution. 
 

2.3 Cuckoo Algorithm 
This algorithm is inspired by the eggs laying feature of a family of birds called Cuckoo. Like 
other evolution approaches, Cuckoo start by generation random population. There are two types 
of population: cuckoo bird and eggs, each Cuckoo has a nest with an arbitrary number of eggs, 
and each egg refers to a proposed solution. The position of eggs in the nest is organized based 
on the egg-laying radius (ELR). Cuckoos search for the best area to maximize their eggs’ life 
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lengths. After hatching and turning into adult cuckoos, they form societies and communities. 
Each community has its habitat to live in. The best habitat of all communities will be the next 
destination for cuckoos in other groups. All groups immigrate to the best current existing area. 
Each group will be the resident in an area near the best current existing site. An egg-laying 
radius (ELR) will be calculated regarding the number of eggs each Cuckoo lays and its distance 
from the current optimized area. 
 
2.4 Backpropagation algorithm 

For the first iteration, the weights are selected randomly. Then the output of each neuron is 
calculated for each input sample. A weight will be modified to decrease the error. So, the 
weights’ effect on the total error is calculated (a partial derivative of the error to the weight i). 
For all weights, the derivative is added in the first iteration. Then the new weights are used for 
the next iteration and so on.   
 
3. Proposed ANN Structure. 

 In this paper, three different systems are designed: Power-based system, voltage-based 
system, and current-based system. Five different sampling rates are tested: 400 Hz, 800 Hz, 
1600 Hz, 3200 Hz, and 6400 Hz (8, 16, 32, and 64 per cycle). A complete cycle is considered 
as a data window. So, in a 400 Hz sampling, the system has eight inputs and a single output.  
The number of layers in each system (400, 800, 1600, 3200, 6400) is selected due to Equation 
(1). The number of neurons in each hidden layer is defined by Equation (2).  These equations 
are based on experience in the classification application. These equations may be used in other 
classification applications to identify the optimal number of the layers and neurons. 

𝑁  = log
𝑁

𝑁
− 1                                                 (1) 

𝑁 =
𝑁

𝑁 2
                                                                                    (2)  

Where, 𝑁 : number of neurons in hidden layer number i. Two biases are added to the structure: 
input and output biases (independent neurons have constant output ‘1’). Figure 2 shows the 
design of the 800 Hz system. Based on previous equations, the number of hidden layers for 16 
inputs and one output equals 3. The numbers of neurons are (8, 4, 2) per each layer, respectively. 
In this example, the number of weights (size of the optimization techniques) = 51. Generally, 
the number of weights (𝑁 ) is given by Equation (3), where 𝑁  is the number of the hidden 
layer. 

𝑁 =
𝑁

𝑁
∗

1

2 ∗ 4
+

𝑁

2
+ 𝑁                (3) 
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The sigmoid function is selected as an activation function of all neurons in this paper. In 
Figure 2, the green cycles refer to inputs, grey cycles refer to the neurons in hidden layers, red 
cycles refer to the output neuron, and white cycles refer to biases. Each simulation cycle is used 
as a sample in the training phase, either with the islanding status or non-islanding status. For 
each data rate, there is a specific number of inputs.  In the simulation phase, the algorithm uses 
several cycles to decide either the system is islanding or not. The number of cycles depends on 
the sample rates used. The higher the sample rate, the better the accuracy.   
 
 

 
FIGURE 2. ANN structure, for an example of sample rate equal to 800 Hz 
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4. System Understudy. 

 Different sample rates are considered in this section: 0.4, 0.8, 1.6, and 3.2 KHz. Figure 3 
shows the simulation system. Three scenarios are covered here: increase the load to its double 
value, decrease load to its half value, and trip main supply. Ten cycles are covered for each 
scenario (five cycles before the event and five cycles after the event). So for each load level, 30 
samples are generated (10 samples for load up event, 10 samples for load down event and 10 
for the islanding event). Two data sets are generated at different load levels: test data used in 
training systems and validation data used in simulation systems. Different load levels are 
covered from 0.2 Pu to 2 Pu stepped by 0.1 Pu for the training data set and from 0.25 to 1.95 
stepped by 0.1 for the validation data set. The size of the test data for the 0.8 kHz system is 
600×16. Figure 4 shows the sampling technique. Then these inputs are normalized. Figure 5 
shows the Simulink model for the system. 

 
FIGURE 3. System understudy 

 

 

FIGURE 4. Sampling technique 
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FIGURE 5. Simulink blocks of the system under study 

5.Training and Simulation. 
 The five systems are presented in this section in three different algorithms: backpropagation, 

Cuckoo, and genetic algorithm. In this section, the test sample is used to train the systems. For 
each specific load, three scenarios are considered: increase the load, decrease load, trip main 
supply.     
 
5.1. Backpropagation learning technique. 

5.1.1. Phase Voltage-Based ANN classification. The voltage-Based techniques are used 
to the ANN inputs in this section. The results for the different rates are shown in table 1. In this 
table, the mean absolute error (AE), maximum absolute error (MAE), computational time (Tc), 
number of iterations (N), the best performance (BP), the best test performance (BTP), and the 
best validation performance (BVP) where the performance function is the mean square error. 
The performance diagram of the tanning data, validation, and test data are shown in figure 6. 
 

TABLE 1: performance of phase voltage-based ANN classification 
Parameter/system 400 Hz  800 Hz  1600 Hz  3200 Hz  
AE (%) 0.0077 3.2771e-05 0.0036 3.5348e-05 
MAE (%) 0.4154 0.0032 0.2371 0.0025 
Tc (sec) 7.8993 13.1665 80.7673 2.9896e+03 
N 32 42 42 67 
BP 6.5521e-08 1.8647e-15 4.0507e-10 1.9343e-13 
BVP 4.7966e-07 3.0771e-11 5.5616e-09 1.7872e-11 
BTP 4.4202e-10 1.8448e-11 1.9192e-07 1.1457e-13 
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FIGURE 6. Performance values at different sample rates: 8, 16, 32, 64 sample/cycle for phase 

voltage classification technique. 
 

5.1.2 Neutral voltage-based ANN classification technique. The results of neutral voltage-
based techniques are shown in table 2. All training parameters are presented. Figure 7 shows 
the performance diagrams (mean square error).  
 

TABLE 2:  Neutral Voltage-Based ANN Classification 
parameter Rate 8 Rate 16 Rate 32 Rate 64 
AE (%) 4.4626 5.8859 3.1438 0.5304 
MAE (%) 97.9332 100.1624 99.9997 99.9851 
Tc (sec) 8.2904 8.7641 53.5698 985.7196 
N 36 18 28 26 
BP 0.0175 0.0063 1.0173e-09 2.9969e-10 
BVP 0.0605 0.0412 0.0285 0.0298 
BTP 0.0276 0.1378 0.1685 4.0495e-10 
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FIGURE 7. Performance values at different sample rates: 8, 16, 32, 64 sample/cycle for neutral 
voltage-based classification technique.  
 
5.1.3 Phase Current-based ANN classification technique. The results of phase current based 
techniques are shown in Table 3. All training parameters are presented. Figure 8 shows the 
performance diagrams (mean square error).   

 
TABLE 3:  performance of phase current-based ANN classification technique 

Parameter Rate 8 Rate 16 Rate 32 Rate 64 
AE (%) 0.0516 0.0144 0.4164 1.2158e-04 
MAE (%) 12.3667 1.8671 100 0.0260 
Tc (sec) 13.0758 12.1063 105.2228 1.7868e+03 
N 35 36 54 43 
BP 7.2882e-14 1.0687e-14 1.5602e-14 1.5435e-14 
BVP 7.6036e-11 1.1724e-05 3.1091e-11 1.0475e-11 
BTP 4.2482e-04 4.9432e-16 0.0278 4.0495e-10 
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FIGURE 8. Performance values at different sample rates: 8, 16, 32, 64 sample/cycle for phase 

current-based classification technique. 
 
5.1.4 Neutral Current-based ANN classification technique. The results of neutral current 
based techniques are shown in Table 4. All training parameters are presented. Figure 9 shows 
the performance diagrams (mean square error).  
 

TABLE 4: performance of neutral current-based classification technique 
parameter Rate 8 Rate 16 Rate 32 Rate 64 
AE (%) 5.7508   3.6738 7.4295 1.6682 
MAE (%) 99.9508 100 100 99.9998 
Tc (sec) 8.1301 11.7517 26.3722 1.0442e+03 
N 25 33 12 27 
BP 0.0117 6.9086e-09 0.0059 4.0477e-10 
BVP 0.0350 0.0253 0.0853 0.0278 
BTP 0.1771 0.1895 0.1533 0.0829 
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FIGURE 9. Performance diagram at different sample rates: 8, 16, 32, 64 sample/cycle for 

neutral current-based classification technique. 
 
5.1.5 Power-Based ANN classification technique. The results of the power-based technique 
are shown in table 5. All training parameters are presented. Figure 10 shows the performance 
diagrams (mean square error).  

 
TABLE 5: performance of power-based classification technique 

Parameter Rate 8 Rate 16 Rate 32 Rate 64 
AE (%) 3.9743e-05   0.0014 0.6151 0.7150 
MAE (%) 0.0078 0.3098 99.9563 33.2028 
Tc (sec) 8.9601 16.2225 92.0121 2.7580e+03 
N 46 58 48 58 
BP 7.7913e-14 1.2236e-14 7.9597e-09 5.7312e-05 
BVP 7.6225e-17 1.3894e-14 0.0022 0.0038 
BTP 1.6947e-10 2.6772e-07 0.0278 6.9807e-04 
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FIGURE 10. Performance diagram at different sample rates: 8, 16, 32, 64 sample/cycle 

power-based classification technique 
 
5.2 Cuckoo optimization algorithm.  

The tables below (Tables 6-9) show the results of rates 8, 16, and 32 sample/ cycle system 
using Cuckoo Algorithm. Where Va is a phase (A) voltage and Vn is a neutral voltage, Ia: phase 
(A) current, In: neutral current, and P is the three phase power. From these tables, the better 
results are shown in three-phase power sampling. The better sampling rate is 32 samples/ cycle.  
 

TABLE 6: results of rate eight samples/cycle  
parameter Va Vn Ia In p 
AE (%) 5.55 21.5145 7.7674 19.9547 1.2625 
MAE (%) 5.401 11.8281 3.908 10.5221 1.2502 
Tc (sec) 53.05 50.0236 48.21 49.586 48.1732 
N 600 600 600 600 600 

 
TABLE 7: results of rate 16 samples/cycle  

parameter Va Vn Ia In p 
AE (%) 3.50335 11.2507 4.3074 22.2548 2.9179 
MAE (%) 3.3181 11.2500 2.9891 11.74 2.9151 
Tc (sec) 92.36 89.93 90.36 90 90.17 
N 600 600 600 600 600 
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TABLE 8:  results of rate 32 samples/cycle 
parameter Va Vn Ia In p 
AE (%) 1.6667 19.066 2.1753 12.0833 0.8333 
MAE (%) 1.6667 11.1769 2.0924 12.0833 0.8333 
Tc (sec) 268 250 251 250 249 
N 600 600 600 600 600 

 
TABLE 9: results of rate 64 samples/cycle 

parameter Va Vn Ia In p 
AE (%) 4.032 14.7198 1.25 22.955 2.0681 
MAE (%) 3.7427 13.107 1.25 12.0912 1.6553 
Tc (sec) 3053.4 1066.2 1084.6 1078 1142.4 
N 2000 800 800 800 800 

 
The figure below (Figure 11) show the cost function (mean square error) using the Cuckoo 

algorithm for each system.  
 

  

  
 

FIGURE 11. The cost function of different systems: phase current, three-phase power, phase 
voltage, and neutral voltage for 400Hz, 800Hz, 1600Hz, and 3200 Hz system. 
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5.3 GA Algorithm 
 
The tables below (Tables 10-11) show the results of rates 8, and 16 samples/cycle systems 

using the GA Algorithm.  
 
Where Va is a phase (A) voltage and Vn is a neutral voltage, Ia phase (A) current, In neutral 

current, and P is power. From these tables, the better results are shown in three-phase power 
sampling. The better sampling rate is 16 samples/ cycle.  
 

TABLE 10: results of rate eight samples/cycle system  
parameter Va Vn Ia In p 
AE (%) 5.4310 37.5047 13.4394 28.9243 12.01 
MAE (%) 4.94 18.75 6.4282 14.98 8.6894 
Tc (sec) 1404 1396 1392 1389 1390 
N 1000 1000 1000 1000 1000 

 
 

TABLE 11: results of rate 16 samples/cycle system 
parameter Va Vn Ia In p 
AE (%) 7.1271 34.5123 1.25 37.5002 2.92 
MAE (%) 2.49 17.19 1.25 18.75 2.92 
Tc (sec) 2655 2663 2661 2645 2709 
N 1000 1000 1000 1000 1000 

 
The figure below (Figure 12) shows the cost function (mean square error) using the GA 

algorithm for each system.  

  
FIGURE 12. The cost function of different systems: phase current, three-phase power, phase 

voltage, and neutral voltage for 400Hz and 800Hz systems. 
 

6. COMPARISON  
 
In the previous section, five ANN systems are simulated using MATLAB 2020a: phase 

voltage-based ANN, phase current-based ANN, neutral voltage-based ANN, neutral current-
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based ANN, three phase power-based ANN system. Three different learning techniques are 
used to optimize the ANN: backpropagation and two soft computation optimization techniques: 
Cuckoo and Genetic algorithms. The objective function of these optimization techniques (cost 
function) minimizes the sum square error between the target and system output. 
This section presents a complete comparison between the learning techniques for the five 
systems at different sample rates.  

 
Based on section 5, the best system which gives the best performance in learning testing 

validation is the power-based system using backpropagation technique. The phase voltage-
based approach is better than the phase current, phase quantities (voltage and current) are better 
than neutral quantities, and the results of the phase voltage are very acceptable at different 
sample rates.  

 
The optimal sample rate in voltage is 64 samples/cycle. More than one cycle may be needed 

to increase the algorithm accuracy. In table 12, the optimal sample rate and the minimum 
number of cycles may make a good decision for different systems.  
 

TABLE 12: optimal selection  
System  Sample/cycle Number of cycles 
Power  8 4 
Phase Voltage 64 6 
Phase current 64 8 
Neutral voltage 64 13 
Neutral current 64 14 

 
The number of cycles in table 12 is based on validation data collected at different load levels. 

The cuckoo algorithm is better than GA in this context. The computational time of the cuckoo 
algorithm (or the number of iterations) is lower than GA to get the same accuracy. 

 
Backpropagation techniques are the best in this application. Power-based at rate 16 

sample/cycle is the best for the islanding detection. At least four cycles are needed (80 ms for 
50 Hz) to make a 100% correct decision. Finally, the cuckoo algorithm solves this problem 
better than GA. 

 
7. CONCLUSION 

 
In this paper, the ANN-based technique in the islanding detection application is studied. 

Doubly fed induction generator wind turbine is selected as distributed generators. Different 
ANN systems are simulated based on various inputs: Phase voltage/current, neutral 
voltage/current, and three-phase power, different sample rates are considered: 8, 16, 32, and 64 
sample/cycle for each system, and three learning algorithms are simulated using MATLAB 
2020a: Backpropagation, Genetic Algorithm, and Cuckoo optimization technique.  

 
From the results, the ANN is a very effective method to detect the islanding in the micro-

grid. Different inputs may be used to feed the trained ANN system: Power, phase voltage, and 
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phase current, where the neutral quantities (voltage, current) are not able to use in this 
application. The accuracy of the system depends on the sample rate. The higher the sampling, 
the better the performance. 16 sample/cycle is enough to detect the islanding within four cycles 
in the case of power-based input data.  
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ABSTRACT. Distributed generation (DG) is an approach that utilizes small scale technologies 
to generate electricity close to the consumer side. Generally, DG can provide high reliability, 
high security, low-cost electricity, and less environment impact. This paper gives an overview 
of some of the most significant issues related to the distributed generation (DG). It discusses 
different aspects of DG, such as definitions, technologies, motivation for moving to DG, some 
drawbacks associated with the centralized systems which have led to DG. DGs challenges, 
standards and polices are also presented. In addition, the economic impact, and a price 
comparison between central power plants and DGs are discussed. Also, a case study was 
conducted in order to study the impact of using distributed generations in Edmonton 
downtown. Three distributed generations, combustion turbine types with 25 MW capacities 
each have been implemented in Edmonton power system. The total cost estimations have been 
studied in this case, and the results have revealed that this type of distributed generation is 
inexpensive and more economic compared with price from the utility. It was estimated from 
the calculation that the price for the energy is about ¢6.27/kWh while the current electricity 
price from the utility is ¢8.561/kWh, for long term estimation it is found that the proposed CTs 
in this project has 11 years for a payback period, after that the project start earning money 
which is relatively good and wroth investment. The second part of the study analyses the impact 
of DGs on the system losses using Power-World software, and the result have proven that the 
loss is significantly decreases when the DG systems are in operation, hence DGs help reducing 
the costs that associated with the system’s losses. 
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1. Introduction.  
Distributed generation (DG) generally refers to small scale electric power generators 

(typically 1 kW – 50 MW) that produce electricity at a site close to customers or that are 
interconnected at the substation, distribution feeder or customer load levels [1]. It is expected 
that DG will play an important role in the electric power system in the near future. Distributed 
generation is not a new concept. The earliest power utilities were using DG to generate and 
transmit electricity. Then the centralized power systems have been introduced to make large 
interconnected systems to ensure more reliable and more economic power systems.  

 
Recently, DG has gained a lot of interest in the power industry, the reasons behind this recent 

restoration for this concept is due to market deregulation, as in the current deregulation, it is 
hard to stimulate market players and stakeholders to invest multi-billion dollar in power 
generation and transmission projects where the payback time may be very long. Additionally, 
the liberalization of the electricity markets, along with the massive increase in demand for 
electricity, the environmental concerns, the development of new DG technologies, and the 
limitations in the ability to site new transmission lines, all these factors and others have made 
DG an attractive option for utilities and industries [2] . 

 
DG technologies include renewable sources of energy, such as photovoltaic and wind. 

Conventional sources, such as fossil fuel fired reciprocating engines or gas turbines could be 
used in DG for reliability and power quality consecration. Recent developments in DG 
technologies have created a substantial role for DG in the future energy due to its improved 
performance, reliability, and flexibility to achieve higher energy efficiency, fewer 
environmental problems and reduce emission.  

 
This paper will provide an overview of the DG technology including economic, 

environmental, technological impacts of this technology. Also, policies, challenges, recent 
development, and future of DG will be addressed. Moreover, a comparison between the central 
power system and DG concerning of the cost of the electricity, the capital cost, operation cost 
and the power transmission cost will be discussed in this report.  

  
Additionally, Edmonton downtown power system has been studied as a study case. Three 

combustion turbines with 25 MW capacities each were implemented in Edmonton power 
system. Estimations of the total cost including: the capital, maintenance and fuel costs were 
studied, and the results have shown that this type of distributed generation is more economic. 
Then the impact of distributed generations on the system losses have been analyzed, and the 
results have showed that the loss is drastically declined during the operation of DGs, in such a 
case the costs that related to the system’ losses is decreased. 
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2. DG Definition   
 
Many definitions are used in the literature to define the distributed generation (DG). For 

instance, the term ‘embedded generation’ is used in Anglo-American countries, the term 
‘dispersed generation’ is used in North America, and in Europe and parts of Asia, the term 
‘decentralized generation’ is applied as a DG [3].  The definition of DG varies between 
countries. Some countries define DG based on the capacity of the units; others based on the 
location of the system. There is no universal definition for the capacity of DGs. The following 
are the most common use definition in the literature: 

 IEEE defines the DG as a facility with power capacity that less than the centralized grid, 
usually less than 10 MW [4] 

 The US Department of Energy (DOE) defines DG as follows [5]: “Distributed power is 
modular electric generation or storage located near the point of use. Distributed systems 
include biomass-based generators, combustion turbines, thermal solar power and 
photovoltaic systems, fuel cells, wind turbines, micro turbines, engines/generator sets, 
and storage and control technologies. Distributed resources can either be grid connected 
or independent of the grid. Those connected to the grid are typically interfaced at the 
distribution system”. The DOE considers a system DG with capacity range from less 
than kW to tens of MW [5].  

 The Electric Power Research Institute (EPRI) considers DG as storage devices that are 
located close to the customer side with capacity from a few kW up to 50 MW [6]. 

 According to the Gas Research Institute, the system’s capacity between 25 kW to 25 
MW is considered as DG [7][3]. 

 Swedish legislation defines that DG capacity in Sweden is defined under 1500 kW [3] 
[8].  

 The International Council on Large Electricity Systems (CIGRE) considers DG capacity 
is smaller than 100 MW and is not centrally planned, and not centrally dispatched [9]. 

 In the English and Welsh power markets, DG is referred to any generating unit under 
100 MW in this market [8]. 

 In New Zealand, usually DG units are having capacity less than 5 MW [3]. 

 In Australia, generating units less than 30 MW are considered as DG [8] 
 
3.  DG Growth worldwide   

 
In 2003, the installed capacity of DG in the US was about 168 GW, at most containing 

reciprocating engines for backup power [10]. In Canada, in 2000, there were about 7.7 GW 
industrial cogeneration capacities and less than 500 MW of renewable energy technology 
capacities including PV, wind power and tidal [11]. In Europe, the installed capacity of DG is 
evaluated to be about 50 GW, including wind turbines and small hydro systems [12].  
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In Europe, distributed generations are growing in demand, as they are seen to meet the energy 

challenges of the 21st century. For example, In Denmark, roughly 57% of electrical capacity 
produces from combined heat and power (CHP) and 31% from renewable sources of energy 
this has an important role to enhance CHP and renewable energy technologies [2].  

The capacity of electricity generation in the world was around 3365 GW in 2001, utilizing 
thermal units, hydro plants and nuclear plants, these units roughly accounted for 67%, 21.2%, 
and 10.7% respectively. About 1.1% was generated from other sources of generation [10]. This 
capacity is predicted to increase to be about 4000 GW by 2010 and 5000 GW by 2020 [2]. 

In 2001, the US had 813 GW of electricity generation capacity which was estimated to grow 
to about 1070 GW in 2010, while Canada, in the same year (2001) possessed 111 GW and this 
capacity was expected to increase up to 130 GW by 2010 [2][14][15]. Additionally, by 2020, it 
is expected that 3000 GW new generation capacity would be required worldwide to meet the 
demand for electricity. It is also predicted that DG would contribute by about 1500 GW [20]. 

According to the Distributed Power Coalition of America (DPCA), over the next two 
decades DG would participate in about 20% of all the new generating capacity in the US [16].  
It was projected that in 2010, DG market would be in the range of $10 to $30 billion in the US 
and $75 billion worldwide [15]. 
 
4. DG Motivations    

The major driving forces behind the recent revival of distributed generation are: the 
liberalization of the electricity markets, environmental concerns (GHG emissions) and the 
drawbacks in the conventional generation systems.   
 
4.1 Liberalization of Electricity Markets 

Liberalization of electricity market has allowed DG systems to enter the open markets in 
which they have the chance to sell power to a larger range of customers. Recently, DG has 
gained a lot of interest by electricity suppliers in the power industry, because they realize that 
DG can be the best solution to help covering the increased demand for electricity and take the 
advantages of the centralized power system generations deficiencies. Moreover, the smaller 
size of DGs, their quick installation and their lower cost compared with central power system, 
make them more flexible to respond to any change in the market conditions. In some areas it is 
uneconomical to build a centralized generation plant, geographical and operational flexibility 
of DGs make them more practical in such a case.  One of the main derivers for moving toward 
DG technology in the US is the ability of DG to serve against the price fluctuations. Another 
factor is the reliability concerns which is represented by the power outages [1]. 

 
The liberalization of energy markets has an important role to enhance power reliability 

awareness among customers. The poor reliability of the centralized system has motivated 
companies to invest in DG units to achieve the required reliability for power grid.  Figure 1 
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below shows how DG can obtain the cost reliability spectrum, that for a particular application 
high reliability and high cost or low reliability and low cost, DG can be obtained at both ends 
[17]. DG can support power quality in the system by prohibiting and mitigating system 
problems before they are detected by customer side. DG is used as back up generation with a 
space capacity to provide electricity to critical location, such as hospitals to prevent operational 
failures in cases of network problems.  
 
 

 

FIGURE. 1.  Flexibility of cost and reliability for DG applications [17].  

 
4.2 Environmental Concerns 

 
The second motivator behind the revival of distributed generation is related to environmental 

policies. Environmental regulations force players in the electricity market to find suitable 
solutions for more efficient and cleaner energy. In addition, the target of most of the government 
policies is boosting the use of renewable sources of energy in many countries. Distributed 
generation has been able to achieve these targets through:  Combined heat and power generation 
(CHP): Considering CHP instead of producing the heat in a separate boiler and generating 
electricity from the grid has a substantial role to reduce emissions and increase the energy 
efficiency. These units called cogeneration units which heavily depend on the distributed 
generation. Use of alternative fuel:  distributed generation has been used to diversify away from 
coal, fuel, natural gas and nuclear fuel. Also, DG technologies allows taking the opportunities 
of using cheap fuel including burning landfills and collect their gases to generate electricity and 
biomass resources can also be used to produce local energy. 

 



Distributed Energy Resources Electrical Systems: Future prospective 
 

42 
 

Furthermore, DG that uses renewable energy that is inherently produces no emissions. While 
DG technologies which based on using conventional fossil fuels can reduce the emissions 
through energy conversion processes, such as fuel cell, CO reservation, and production of gas 
[17]. 
 

4.3 Drawbacks of Central Generation (CG) Technology 
Typically, Central Generations are located in remote areas, they required long transmission 

lines to deliver power to the load centers and customers, and this causes line losses in the 
transmitted electricity. Also, conversion losses resulted when the characteristics of the power 
flow is changed to meet the characteristics of the network [18] . These losses lead to high cost 
for transmission and distribution of electricity, which account for about 30% of average cost of 
the delivered electricity. Table 1 shows the total amount of losses in the US between 2002 and 
2008 [19]. 

 

TABLE 1 Transmission and distribution losses for electricity in the U.S [19]. 
Date Net Generation 

Billion kWh/ year 
Transmission and 
distribution losses 

Percentage % 

2002 3858 248 6.4% 
2003 3883 228 5.9% 
2004 3971 266 6.7% 
2005 4055 269 6.6% 
2006 4065 266 6.5% 
2007 4157 264 6.4% 
2008 4115 241 5.9% 

 
 
5.  DG Technologies  
  

Generally, DG technologies can be classified as renewable or non-renewable technologies. 
Renewable technologies include wind, solar (thermal or PV), geothermal or ocean. The non-
renewable DG technologies are including internal combustion engines (ICE), combined cycles, 
combustion turbines, micro-turbines, and fuel cells. Energy storage uses combustion engines 
and turbines, micro-turbines, fuel cells and photovoltaic play an important role in DG 
applications compared with other available technologies [1]. 

 
5.1 Internal Combustion Engines (ICE): 

This type of technology is widely spread and the most mature of the DG technologies 

worldwide. The most common available types of ICE are natural gas, and diesel fuel. This 
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technology uses compressed air and fuel to produce mechanical power then this mechanical 

power is converted to electrical energy.  The most attractive feature related to this type are: low 

capital costs, high efficiency (36-43% diesel fuel, 28-42% gas fuel), high reliability, quick start-

up, high energy efficiency when combined with heat recovery systems (CHP) that increases the 

total electric and thermal efficiency up to 90%, and easy maintenance [1]. The capacity of ICE 

generation ranges from a few kilowatts to more than 30 MW. In the US, about 70% of engine 

has a range between 10 kW to 200 kW and the majorities are with capacity less than 1 MW. 

The total installed capacity in the US was accounted for around 52 GW in 2000 which 

represented about 7% of the total installed capacity in the country. Based on the size of the ICE 

DG units, the cost for diesel-fired units is almost 350-500 $/kW and for gas-fired ICE DG units 

is about 600-1000 $/kW [5]. Maintenance cost for diesel-fired ICE DG units ranges between 

0.005-0.01 $/kWh and between 0.007-0.015 $/kWh for gas-fired ICE DG units [22] . In the US, 

the main applications of the ICE DG units are gas, electric and water utilities, manufacturing 

facilities, hospitals, educational and office buildings. However, as ICE DG units have large 

number of moving parts, this leads to high maintenance cost the highest among the DG 

technologies, poorly in terms of noise, as noise is low frequency and more difficult to control, 

and high emissions, which makes other technologies competitive with them. 

 

5.2 Combustion Turbines (CT) 
Gas turbines are vastly used for electricity generation in the globe. Typical applications for 

CT are in CHP with capacity between 500 kW to 25 MW. The typical efficiency is around 35% 

in the 5 MW ranges [2]. The efficiency of these turbines increases as the capacity increases. 

For example, for the units with 100kW the efficiency around to 16%, while the efficiency for 

units with 30 MW capacities about 45%. The efficiency may reach up to 55%, and these units 

mainly used in the central power system. The availability of the natural gas in most countries 

and its fixed price, make this type of units more attractive. Moreover, CT has low installation 

time and low capital cost, high efficiency, and significantly low NOx emissions (0.3-0.5 

kg/MWh) [5]. However, the amount of CO2 emissions is very high about 580-680 kg/MWh. 

For installing a typical gas turbine, this needs initial cost around 650- 900 $/kW, and with a 

heat recovery unit the cost increases to1000-1200 $/kW. Average maintenance costs for 

combustion turbines are approximately 0.004-0.005 US$/kWh [22]. In the US a research 
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program is conducting in order to obtain good efficiency for these units, reduce their sizes, 

lower their operational cost and improve their emission performance [5][21]. 

 
5.3 Microturbines (MC) 

Microturbines can use air, natural gas and diesel to produce power. Their capacity varies 

between 25 kW to 500 kW, have an electrical efficiency of about 15% for unrecuperated type 

and between 20% and 30% for recuperated types. The efficiency of MC units becomes very 

high when they combined with CHP (85%). The main features of microturbines are the 

availability of the natural gas in many countries, small size, lightweight, less maintenance, easy 

to control their noise and low NOx emissions (0.1 kg/MWh). However, they have high CO2 

emissions (720 kg/MWh) [5]. MC units can cover the base load of electricity, they are suitable 

for commercial building, and they also can be used as a standby generation unit and in hybrid 

electric vehicles [1]. The capital costs of installing MC is higher than installing IEC, it is 

evaluated between (700 and1100 $/kW) and the maintenance costs is between (0.005 and 0.016 

$/kW) [21] [22] . 

 

5.4 Fuel cells (FC)  
Fuel cells can convert chemical energy of a fuel (natural gas or hydrogen) to electricity 

without combustion. The first applications for Fuel cell technologies were initially developed 
for space program applications, and then the transportation sector. Today, fuel cells are 
projected to have an important role in distributed generation applications. The main fuel used 
in fuel cells is hydrogen which is usually derived from natural gas, diesel, and landfill gas [5].  
There are four main fuel cell technologies based on the type of the electrolyte material used. 
These include phosphoric acid fuel cells (PAFC), molten carbonate fuel cells (MCFC), solid 
oxide fuel cells (SOFC), and proton exchange membrane fuel cells (PEMFC).  The most 
commercialized technology among these types in power generating application is PAFC [21]. 
PAFC achieved about 80% of installed fuel cells capacity in the period between 1970 and 2003. 
PAFC generation units are now available in small sizes (3-5 kW) for residential applications 
and large size (100-250 kW) for commercial application. Various units with about 200 kW 
capacity which is good for distributed generation applications has been installed in the US, 
Europe, and Japan [23]. The main advantages for this technology are high electrical efficiencies 
(36 - 42%), very low noise and vibration, negligible emissions, compact size, and high 
reliability. While high capital cost and low energy density are the drawbacks for this 
technology. The capital cost of fuel cells plants reaches about $1.1 million, which very 
expensive compared with other types of DG technologies, units with 25 kW capacity cost about 
4000 $/kW and 5500 $/kW for a 200-kW unit. Maintenance costs of fuel cells is objected to be 
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0.005-0.01 US$/kW [22][5].  In 2003, many countries, such as the US, Japan, the European 
Union, and Canada have supported fuel cells research programs to make this technology more 
applicable for commercial and residential applications in the current future. 
 

5.5 Photovoltaic (PV)  
Photovoltaic (PV) cells or solar cells technology can directly convert sunlight into electricity. 

So, the fuel for PV is the sunlight, this leads to no emission resulted from this technology. PV 
can be the best DG technology for residential and commercial applications. This technology 
available in small size (less than 10 kW), medium size (10-100 kW) and large size the utility 
scale (more than 100 kW) [22], PVs generate electricity with no noise, and quite operation since 
there is no moving parts are used. Additionally, PVs need low operation cost and maintenance 
cost which is around 1% of the capital cost annually. The main disadvantages face wider 
deployment of this technology is the high capital cost, the cost is estimated to be 6000-10000 
$/kW, need large area to be installed, intermittency, as the power from the sun vary based on 
the weather conditions, and the need for storage devices.  The price of electricity generated by 
PV systems could be as high as 0.30 $/kWh [22], and this price justified when transmission 
facilities are required to connect PV systems with remote areas. The efficiency of the 
commercially available PV modules ranges from about 5 to 15%, many efforts is exerting to 
improve PV efficiencies [22].   
 

5.6 Wind Energy Technology 
Wind turbines use the wind to produce electrical power. When wind blows it rotates the 

blades of the turbine to convert the kinetic energy of wind to mechanical energy, and then this 
mechanical energy rotates the rotor of the generator to generate electricity. Then the electricity 
is transmitted through underground cables to the load. The range of wind turbines size varies 
from less than 100kW to multi-MW [24].  Usually, several wind turbines are grouped together 
to form a wind farm. The capacity of wind farm ranging from a few MW to tens of MW. The 
large wind farms are often connected to the power grid. Small wind farms can be directly 
connected to the distribution units. The small-scale wind farms and individual wind turbines 
are typically known as distributed generation. Wind power is commercially available, produces 
no emissions; preserve land (no mining process). Moreover, the areas around wind turbine can 
be used for other purposes, such as farming and animal grazing. The main disadvantages for 
this technology are high capital cost, variable nature for wind, and bird mortality. The cost of 
wind turbines depends on the location and the type of the turbine. For example, the capital cost 
for 10 kW home wind turbine system costs about $25,000 - $35,000 [22] .Table 2 summarizes 
the main points for the above DG technologies. 
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TABLE 2 Summary for the DGs technologies 

Technology Capital 
cost 
$/kW 

O&M 
Cost 
$/MWh 

Capacity NOx 
Kg/MWh 

CO2 
Kg/MWh 

Main features 

ICE diesel 350-500 5-10 a few kW 
-30 MW 

10 650 -Low cost 
-High efficiency 
-High emission 

ICE gas 600-1000 7-15 a few kW 
-30 MW 

0.2-1 500-620 -Low cost 
-High efficiency 
-High emission 

CT 650-900 
(Depend 
on the 
size) 

4-5 500 kW -
265 MW 

0.3-0.5 580-680 -Low cost 
-Good efficiency 
-Readily available 

MT 700-1100 5-16 25 kW -
500 kW 

0.1 720 -Low noise 
-Small size 
-Long maintenance 
time 

FC (PAFC) 4000-
5500 

5-10 5 kW -
250 kW 

0.005-
0.01 

430-490 -Very low noise 
-Good efficiency 
-Compact size 
-No emission 

PV 600-1000 1% of first 
investment 

a few 
kW-
10MW 

0 0 -Clean 
-No noise 
-No emission 
-Expensive 

Wind 2500-
3500 
 

-- 100kW-
multi-
MW 

0 0 -No emission 
-Clean 
-Expensive 
- Birds mortality 

 

 
6. Economic Impact 
 
6.1 Benefits 

DG technologies have introduced many economic advantages to the systems and customers. 
Interconnecting DG to the system has contributed to increase the reliability of electricity, reduce 
losses that related to transmission and distribution systems. Additionally, DG has a big potential 
to cover the demand for higher power quality compared with the central grid. Due to the lack 
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investment in the central power transmission systems which has led to many blackouts in many 
regions, DG is playing a significant part in generating power [25]. 
 

In rural areas where central grids are considered uneconomical, DG can be the most effective 
solution to supply power and creates more new jobs in these areas. 
The sites of DG units eliminate the need for systems’ transmission and distribution upgrading. 
As DG is located close to the load, this helps avoiding the cost related to building new lines or 
upgrading the system, moreover, reduces the losses and overloading in the system [25]. 
DG has a substantial role to stimulate competition in electricity supply, allowing customers 
without DG greater choice in suppliers [25] .  
In the case of combined heat and power CHP where the efficiency is high and the capital cost 
is low, the total energy cost is cheaper than central systems. 
DG utilities are small, which make them easy to build and more flexible in operation compared 
with conventional power plants. 
 
6.2 Drawbacks 

Although DGs have many economic advantages and cost reduction, there are some economic 
drawbacks compared with central power grids.  Due to the economy of scale, DGs cost more 
per kilowatt to build than central power systems. The prices of fuel delivery (retail-market) are 
more expensive compared to the price for central generation (whole-sale). DGs have low fuel-
conversion efficiencies compared with central plants unless they used with CHP. Moreover, 
subsidies are needed to make DG market competitive for system applications. 
 Renewable DG technologies, such as wind and PV are variable sources of energy, non-
dispatchable as their energy share cannot be predicted, therefore back up generations are 
required to cover the power that not supplied by DG units. This increases total costs and may 
weaken the power system. 

In the case of DGs connection, the local grid may need reinforcement. Based on the principle 
of economic the cost for upgrading the distribution system should be covered by the DG 
producers [25]. This increases the total investment cost of DGs. 
 
Table 3 below gives cost comparison between the distributed generations and central 
generations 
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TABLE 3 CG and DG Cost Implication [2] 

 
 
7.  Technical impacts  
Distribution systems in the conventional power grid are considered as passive elements, as they 
transfer the power in only one direction from the transmission system to the consumers, also 
their stability is associated with the stability of the transmission systems; they are stable if the 
transmission systems are stable. With the introducing of DGs, distribution systems have become 
active elements in the power system since they can generate and consume energy at load sides. 
From other side, the integration of DG has some technical impact in the power system in 
different aspects. It may affect the power flow, voltage stability, protection, and the power 
quality for both the electricity providers and end users. Below some of the technical impacts 
related to integrating DGs in the power system. 

Power quality: The variable nature for wind and PV energies has direct effects on the quality 
of the energy. They may cause fluctuation, and flicker in the output voltages and powers [26], 
[27] resulting in violations of the power quality standards. Moreover, using power electronics 
converters (AC-DC, DC-AC) for the interconnection purposes produces harmonic distortion. 

Component Cost Centralized Generation 
(CG) 

Distributed Generation 
(DG) 

Cost of Capital Lower Cost per unit Higher cost per unit. 
Saved cost of system design due 
to reduced capacity. 
Saved cost of system design due 
to use of waste heat in 
cogeneration. 

Fixed Operation and 
Maintenance Cost 

Higher Lower 

Variable Operation and 
Maintenance Cost 

Lower Higher 

Transmission High voltage 
transmission is 
mandatory. 
High losses and 
transmission failure. 

Only distribution line required. 
 
Reduced capital cost. 
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These harmonics have severe impact on the output power unless they are filtered. Also, the 
integration of DGs at some level may cause voltage drop in the system [28], [29] . 

 Power flow: Installation DGs influences the power flow in the network. It may change the 
power flow direction, decrease, or increase power losses and change the operation of other 
devices such as, voltage and reactive power compensation.  

Protection system:  The flow of power in the electrical system is unidirectional from the grid 
through the transmission system to the distribution systems then to the loads. High penetration 
of DGs may interface with the protection of the system. This interfacing may lead to over-
current protection, instantaneous reclosure, ferro resonance, and ground faults [30][31]. 

 
8. Public Policy and Regulatory Impact  

Public policies and regulations are different from place to place. Public policies and 
regulations also represent a main obstacle to the increased penetration for DG market and do 
not allow a smooth integration of new generation technologies. Difficulties in finding 
affordable connections to the power system, difficulties, and high cost for getting a declaration 
for a site, deficiency of national standards for interconnection additional costs for transaction, 
are some of the DG’s regulatory barriers. Additionally, environmental standards have been 
intensified in some countries, with the same standards applied irrespective of the generator size. 

It is important not to neglect the tax incentive impact on the development of DG 
technologies. In clean energy technologies, such as wind and PV, the facilities of construction 
and operation of DG are almost completely driven by tax incentives, which often significantly 
vary from one region another and from one year to another. These tax incentives mainly are 
provided at two levels: the first incentive is construction tax incentives, whether in the form of 
an upfront grant or accelerated depreciation schedules. The second one is operational tax 
incentives, generally in the form of revenue tax abatements [32]. 

 
9. Standards and Policies 
 
 9.1 Standards 

 Standards play an important role in addressing many of the needs for safety, power quality, 
lower cost, regulation, and education utilizing DG units. Standards have a key role in the 
prosperous future for DG deployment.  IEEE Standards 1547 has developed into a series of 
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documents that cover several DG technologies issues, most of which are also of interest to 
Canada. This series includes: 

IEEE 1547 – Standard for Interconnecting Distributed Resources with Electric Power 
Systems [36] . This standard has been issued in 2003; it gives the basic information for 
interconnection of distributed resources up to 10MVA. 

IEEE P1547.1- Conformance Test Procedures for Equipment Interconnecting Distributed 
Resources with Electric Power Systems [36]. This standard was released in 2005, gives a 
common set of test procedures to confirm the proportionality of interconnection system or 
component intended for use in the interconnection of distributed resources technologies with 
the power systems. 

IEEE P1547.2 – Draft Application Guide for IEEE 1547 Standard for Interconnecting 
Distributed Resources with Electric Power Systems [38] . This document includes technical 
depictions, applications instruction, and interconnection examples to promote the use of IEEE 
Standard 1547.  

IEEE 1547.3 – Guide for Monitoring, Information Exchange, and Control of Distributed 
Resources Interconnected with Electric Power Systems [39] . This standard was published in 
2007.   

IEEE P1547.4 – Draft Guide for Design, Operation, and Integration of Distributed Resource 
Island Systems with Electric Power Systems [40] [68]. It gives alternative processes and 
practices for the design, operation, and integration of DG with power systems.  

IEEE P1547.5 – Draft Technical Guidelines for Interconnection of Electric Power Sources 
Greater than 10MVA to the Power Transmission Grid, this guide will provide information 
regarding to design, construction, commissioning approval testing and maintenance demands 
with utilities more than 10MVA capacity to a power transmission grid [41]. 

IEEE P1547.6 – Draft Recommended Practice for Interconnecting Distributed Resources 
with Electric Power Systems Distribution Secondary Networks. This standard provides 
information about interconnection distribution secondary system with distributed resources 
[41]. 

 
 

9.2 DG policies 
The current regulatory framework supports DG through subsidies, incentives, and 

recognition of DG in procurement and planning processes. The main drivers for DG policies 
are support competition and economic efficiency, protect consumers from cost-shifting, 
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preserve a viable utility privilege, protect the environment, and ensure safety and grid 
reliability. Table 4 summarizes the current regularity framework for DG [42]. 

 

TABLE 4 Summary of Current Regulatory Framework [42]. 

Regulatory Characteristics 
 

Current Situation 

 
Planning and Procurement Policy 
 

State energy policy aims to incorporate DG into 
utility procurement and DG into distribution 
planning processes. 
Cogeneration has little consideration in utility 
procurement and planning processes. 

 
Rate Structures 
 

Energy prices are not transparent; inhibits customer 
response to actual costs. 
Current rate structure is based on controlled 
averaged pricing that does not include location and 
environmental externalities. 
It is difficult for DG to participate in wholesale 
power markets. 

 
Incentives 
 

Incentives (subsidies, tax credits, low interest loans) 
are in place to promote clean DG. 
Incentives are limited for cogeneration. 

 
Rules and Regulations 
 

Rules and regulations (e.g. interconnection rules, 
net metering, and exemptions from standby charges) 
have been changed to benefit some or all DG. 

 

 
10.  Case Study 

Edmonton system has been adopted in this project to study the effectiveness of installed DG 
in the distribution system. The downtown Edmonton main area is being supplied by three 
substations, namely: Rossdale, Victoria and Garneau substations where the former is supplied 
from Bellamy substation [33]. Figure 2 shows the schematic diagram for the main substations 
of Edmonton downtown. In this study three combustion turbines (CTs) as distributed 
generations have been installed in Edmonton downtown system with total capacity 75MW (25 
MW each). The main reasons behind using this type of DGs are that combustion turbines are 
very mature technology, gas combustion turbines are relatively inexpensive and readily 
available in most countries, their efficiencies in the range of 20 to 55%, and relatively have low 
environmental impact if control used. This case study will be divided into two parts; in the first 
part the price of generation electricity per kilowatt hour will be calculated and compared with 
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the current price of the electricity generated from the utility. In the second one, the impact of 
combustion turbines on the transmission system losses will be studied. 
 
 

 
 

FIGURE. 2. Schematic diagram for the main substations in Downtown – Edmonton/Canada 

 
 
The combustion turbine parameters that have been used in this study are shown in table 5 and 
the schematic diagram for the main substations in Downtown – Edmonton with the installation 
of DGs are shown in figure 3. 
 

TABLE 5. The main parameters for the combustion turbine generation 

DG Size 25 MW 

Capital and installation costs $1200/kW 

O&M Cost 
Average Maintenance Costs 

0.005 $/kWh 

Efficiency 50% 

Gas price $6/MMBtu 

Lifetime 20 years 
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FIGURE. 3. Schematic diagram with the installed of DGs. 

 
 
Calculations of Generating Electrical Energy 
 

The cost of electricity (COE) is consisted as the sum of three components, capital and 
installation cost, operation and maintenance cost and fuel cost. The latter is the most significant 
part, it accounts for around 75% of the total cost.   
 

($ / ) & &         (1)COE kWh C I O M F    

 
Where, C&I: Capital and installation cost, and O&M: Operation and maintenance cost, and F: 
Fuel cost.   
 

Calculations of Capital cost 
 
Capital and installation cost can be calculated by Equation (2) 
 

& ($ / )     (2) 
8760   

TICperkW FCR
C I kWh

CF hrs per year
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Where, CF: the capacity factor and TIC: the total installed cost, and FCR: the fixed charge rate  
 

CF is the capacity factor which is equal to the number of hours per year that the CTs will operate 
divided by the total number of hours per year it can be calculated as: 
 

    

8760   

Operating hrs per year
CF

hrs per year
  

 

With 200 days per year    CF=0.55 
 
 
Assuming FCR is equal to the annual amortized installed cost ($/yr) divided by the total 
installed cost ($): 
 

  /    1

     

TIC per kW life time of unit
FCR

TIC per kW life time of unit
 

 
 
With 20 years lifetime   FCR =0.05 
 
 
 The total installed cost (TIC) for 25MW is $1200/kW (with heat recovery): 
 

$1200 / 0.05
& ($ / ) $0.0124 /

0.55 8760   

kW
C I kWh kW

hrs per year


 

  
 
Calculations of Fuel cost 
 

Pr
($ / )

1000000   

Fuel ice
F kWh HR

Btu per MMBtu
 

 
 
 

 3413 3413

0.
7

904 .5
550.8

Btu

Efficiency

kWh
HR Btu kWh  

  
 
 

($ / ) 0.0453 F kWh kWh  
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Calculations of O&M cost 
 
The average operation and maintenance cost is 0.005 $/kWh 
 
The cost of electricity (COE) 
 

By substituting the capital and installation cost, operation and maintenance cost and the fuel 
cost which we obtained from the above calculation in equation (1) we got:   
 

($ / ) $0.0124 / 0.005 0.0453 0.0627 /COE kWh kWh kWh kWh kWh     
 
 

According to electricity company, EPCOR, that responsible for the power system in 
Edmonton, the current electricity price is ¢8.561/kWh [34]. From the above results, it has been 
concluded that the price of the electricity generated from the CTs is less expensive than from 
the utility, therefore installation of CTs would be a cost-effective solution to meet the demand 
for electricity [35]. Also, it seems that CTs has a good motivation for the private and business 
owners to have their own generators [36-39].  

Estimation of annual energy cost for the proposed Project    
 
This part shows the annual energy cost for the proposed project and evaluates the financial 
investment in utilization CTs as a DG [40-42]. Using the previous equations, an excel sheet has 
been generated and the results are shown in table 5. The calculations are made based of the 
following assumptions:  
All capital costs incurred in first year (which is reasonable for DG). 
Discount rate is 7.5 %. 
Labor cost is 2% of the revenue.  
Capital cost allowance (CCA) is not considered (due to lack of information). Tax is not 
considered (due to lack of information) (i.e., gross revenue ($) is same as net revenue after tax 
($)).   
 
From the table we can answer the common questions in any project investment which is how 
long we would have to wait before we have earned more than we invested at the beginning, this 
value is obtained when the total cumulative net present value (NPV become positive [43] which 
is after 11 year (i.e. on the year 12 the project start earning money).  
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Loss Calculations.  In this part of the study, Powerworld simulator [35] has been used to study 
the impact of distributed generation on the power losses in Edmonton downtown transmission 
system. Figure 4 shows the circuit that has been implemented by the Power World software for 
Edmonton-downtown with DGs implementation. 
 
 

 
FIGURE. 4. Edmonton-downtown with DGs using the Power World software. 

 
The amount of losses without DGs can be calculated as:  

suploss ply loadPower Power Power 
 

369.5 351.7

           17. 58   
lossPower MW MW

MW

 
  

While the losses with DGs:  

293 351.7 75

    16.3          
lossPower M

MW

W MW MW  
  

 

 
293MW from the grid  
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The cost of the power losses without using DGs and when DGs are in operation can be obtained 
as: 

 

    

17. 58 8760 $85.61/ $13.184

16.3 8760 $85.6

     

1 / $12.224

    

loss

loss

withoutDG Cost

with DG Cost

MW hrs kMh M

MW hrs kMh M

 



  

  

 

The results revealed that using combustion turbines has reduced the amount of power losses 
resulted in the system. The result shows that when there is no distributed generation in operation 
the amount of power losses is about 17. 58 MW which corresponding to losses cost 10.16 
($M/year), while when the three (CTs) distributed generations are in operation this amount of 
losses is significantly decreased to become around 13.58 MW which corresponding to losses 
cost 10.16 ($M/year). Additionally, about M$ 0.96 can be saved in Edmonton downtown power 
system when these DGs are used. 

11. Conclusion.  

In this paper an overview about distributed generation (DG) systems has been provided. 
Distributed generation is generally perceived to be the technology that can help to achieve the 
environmental targets in some countries worldwide. It also can provide greater flexibility and 
energy efficiency to the end-users.  Different definition based on the DG locations and 
capacities and the development of DG in the world were discussed in this work. Liberalization 
of electricity markets, environmental concerns, and the drawbacks of central power generation 
(CG) are the main drivers for using DG technologies, they were discussed in detail. A wide 
range of DG technologies, renewable (e.g., photovoltaic and wind) and non-renewable (e.g., 
internal combustion engines, combustion turbines, microturbines, and fuel cells) technologies 
were discussed in detail with their advantages, disadvantages, and capital and maintenance 
costs. Renewable energy resources are used to produce clean energy, while fossil fuels are used 
to obtain high efficiency using cogenerations or (CHP). Technical and economic impacts for 
DG also discussed.  Additionally, the integration of DG in the grid introduces some technical, 
economic, environmental, and regulatory problems. Therefore, research is required to increase 
the benefits, decrease the drawbacks, and educate the public and network operators. Moreover, 
a case study was conducted to estimate the total costs of using combustion turbines in Edmonton 
downtown and to study the impact of DGs on the power losses. The results have proven that 
the total cost for CTs implementation is cheap, the project needs about 11 years to get revenue, 
and the losses in the power system decreases when DGs are in operations (which save money). 
The main challenges face distributed generations in Edmonton are lack of the national 
interconnection standards addressing safety, power quality and reliability for small DG systems 
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and contractual barriers, such as liability insurance requirements, fees and charges, and 
extensive paperwork 
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ABSTRACT. An experimental study of the performance of a refrigerator using two refrigerants 
R-134a and R-410A has been conducted. The R-134a was the original design refrigerant, while 
the R-410A was the drop-in refrigerant. The study was performed on a small refrigerator 
charged with each refrigerant alone at nearly the same ambient conditions. Temperatures at 
various locations in the refrigeration system were measured using thermocouples during the 
running of the experiments, and the data collected were processed into performance 
refrigeration parameters. The results have indicated that both the refrigeration capacity and 
coefficient of performance were remarkably higher for the refrigerant R-410a by about 23 and 
24%, respectively. 

 
Keywords: Drop in- refrigerants, Office refrigerators, Performance comparison of refrigerants 

 
1. Introduction.  

Refrigerants are the working fluids in refrigeration systems that transfer heat from a lower 
temperature level to a higher temperature level. For several decades’ chlorofluorocarbons 
(CFCs) were considered harmless refrigerants. The most widely used refrigerants were the R-
12 and R-22, with R-12 being more common in automotive air conditioning and small 
refrigerators, and R-22 being used for residential and commercial air conditioning, refrigerators, 
and freezers. However, in the late twentieth century, ozone depletion and global warming have 
become dominant environmental issues. The 1987 Montreal Protocol and its amendments 
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(UNEP, 1987) and Kyoto 1997 Protocols gave a deadline to the use of chlorofluorocarbon 
(CFC) and hydrochlorofluorocarbon (HCFC) refrigerants, for they destroy the ozone layer. The 
chlorine atoms contained in CFC and HCFC refrigerants repeatedly combine with and break 
apart stratospheric ozone molecules, resulting in ozone depletion. The Protocols signed states 
that CFCs and HCFCs must be reduced and totally banned in the end of 2030. 

 
The Ozone Depletion Potential (ODP) and Global Warming Potential (GWP) issues forced 

refrigeration engineers to develop alternative refrigerants as substitutes to CFCs and HCFCs. 
Environmentally benign, ‘natural’ refrigerants have attracted a considerable attention. The 
natural refrigerants are the naturally occurring substances, namely, ammonia, hydrocarbons 
(such as Propane and Butane), carbon dioxide, water, air, etc. These natural refrigerants have 
zero ODP, and the majority of them have zero GWP, and among them Carbon dioxide has many 
advantages [1], however some of them can be flammable and/or toxic [2].  

 
Since the early 1996 HFCs (such as refrigerant R-134a) have obtained vital post as the most 

potential long-term alternatives to replace CFCs and/or HCFCs, and ever since they are widely 
applied to air-conditioning and heat pumping systems. However, in recent years, the 
international understanding on the global warming due to alternative refrigerants identifies the 
HFCs being among those which have considerable impact on the global warming. In accord 
with such understanding, developing new generation of promising alternative refrigerants that 
meet the criteria of low global warming besides zero ozone depletion potential is undertaken 
by researchers [3-9]. 

 
A promising alternative refrigerant to replace R134a is the zeotropic refrigerant R-410A as 

it may enhance the refrigeration cycle performance due to its promising thermophysical 
properties. However, although R-410A is of zero ODP, it has a high GWP, even higher than 
that of R-134a.  
The goal of this work concentrates on investigating the performance of a small refrigerator with 
a drop-in refrigerant R-410A in place of the original refrigerant R-134a to examine the 
possibility of replacement [7, 10-13]. 
 

2. Components and Properties of R-410A and R-134a.  
Refrigerant R-410A, known in the market as Puron, EcoFluor R-410A, and Genetron R-410A, 
is a zeotropic, mixture of R-32 (50%) and R-125 (50%) by weight. The blend R-410A is usually 
used as a refrigerant in air conditioning applications as a substitute to R-22. Whereas, refrigerant 
R-134a, also known as 1,1,1,2-Tetrafluoroethane Genetron 134a, Suva 134a, is an HFC 
refrigerant, widely used in household refrigerators and automobile air conditioners as a 
substitute to R-12 and R-22. 

 
Upon comparison of the thermodynamic properties given in Table 1, it is apparent that R-

410A has better qualified properties at the level at which the refrigerant can be used than R-
134a.    
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As for the physical properties of thermal conductivity, viscosity, specific heat, and vapor 
specific volume, R-410A has better physical properties than R-134a regarding heat transfer 
during the processes of the refrigeration cycle [14]. That is smaller size of components 
equipment can be used with R-410. 

TABLE 1.  Refrigerant Thermodynamic properties 

 
As for the chemical properties, both refrigerants in concern are inflammable at normal the 

operating conditions. In general, R-410A should not be allowed to exist with air 
above atmospheric pressure or at high temperatures, or in an oxygen enriched environment. 

Both of refrigerants; R-134a and R-410A are environment friendly as they don’t contribute 
to ozone depletion (zero ODP). However, they both have a high global warming potential (1890 
times the effect of carbon dioxide for R-410A, and 1300 for R-134a).  

 
3. Experimental work and Procedure.  

A small refrigerator of 250 W refrigeration capacity located at an engineering laboratory of 
the University of Jordan, the specifications of which are presented in Table 2, was used for 
carrying out the experiments. The refrigerator was originally charged with R-134a refrigerant, 
and then it was charged with drop-in refrigerant R-410A.  The temperatures were taken using 
Copper-Constantan K-type thermocouples connected to the refrigerator components directly. 
They were placed along the refrigerator cycle. Time intervals were measured using a stopwatch. 
The refrigeration load was a mass of water. The experiments for both refrigerants were run at 
nearly the same weather conditions. 
 

TABLE 2.  Refrigerator specifications. 
Total volume 155 
Weight 38-35 kg 
Rated voltage 220-240 V 
Frequency 50 Hz 
Rated input 110 watts 
Rated Amperes 0.8 A 
Net storage volume 130 
Refrigerant used R-134a 
Compressor used Panasonic 1 hp 
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Name 
Molecular 

Mass 

Boiling point 
at pressureatm, 

1 bar abs 
 

Freezing point 
at pressureatm, 

1 bar abs 
 

Critical point 

Temp 
(oC) 

Pressure 
(kPa) 

Specific 
volume 
(m3/kg) 

R-
13

4a
 Tetra 

-fluoroethane 
102.03 -26.1 -96.67 101.1 4067.9 552 

R-
41

0A
 

R-32 
Difluoromethane 
(50% weight), + 
R-125 
Pentafluoroethane 
(50% weight) 

72.6 -48.56 (-125) – (-103) 72.2 4757.38  
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The experimental procedure consisted of two parts; the first part was testing the influence of 
each refrigerant on the refrigerator performance by changing the evaporator temperature while 
holding the condenser temperature constant, and the second part on variable condenser 
temperature at constant evaporator temperature.  

 
Variable evaporator readings were taken at normal working conditions of the refrigerator 

with nearly constant temperatures for the condenser. On the other hand, variable condenser 
readings were taken with maintaining the evaporator temperature nearly constant. The 
condenser temperature was changed using a water spray and a fan. The experiments were 
started with the original refrigerant, R-134a, and finished with the drop-in refrigerant, R-410A. 

 
The temperatures measurements of refrigerator components during the experiments were 

collected and processed into a data processor concerning the performance of the refrigerator.  
 

There were two sets of experiments. The first set of experiments were for a variable 
evaporator temperature at constant condenser temperature. The conditions when R-134a was 
used were; the evaporator temperature was varied from – 14.6 to –25.5°C (saturation pressures 
range between 100 to 170 kPa), whereas the condenser temperature was kept around 35°C (900 
kPa pressure), the load was introduced to the evaporator space at 72.0°C, when the ambient 
temperature was about 11.6°C. The conditions when R-410a was used were; the evaporator 
temperature was varied from – 18.8 to –25.2°C, whereas the condenser temperature was kept 
around 38°C, the load was introduced to the evaporator space at 72.4°C, when the ambient 
temperature was about 13.0°C. The second set of experiments were for a variable condenser 
temperature at constant evaporator temperature. The conditions when R-134a was used were; 
the condenser temperature was varied from 41.4 to 46.5°C (saturation pressures range between 
1000 to 1200 kPa), whereas the evaporator temperature was kept around – 19.2°C (135 kPa 
pressure), the load was introduced to the evaporator space at 12.0°C, when the ambient 
temperature was about 14.0°C. The conditions when R-410A was used were; the condenser 
temperature was varied from 40.5 to 47.2°C, whereas the evaporator temperature was kept 
around – 20.2°C, the load was introduced to the evaporator space at 7.0°C, when the ambient 
temperature was about 16.0°C. 
 
Theoretical Analysis. The significant quantities of a standard vapor-compression cycle are; the 
work of compression, the heat rejection rate, the refrigeration effect and capacity, the mass rate 
of flow, and the coefficient of performance [15].  
 
The work of compression, w, in kJ/kg, is the work required by the compressor, i.e., 
 

W = h2 – h1                                           (1)    
 

where h1 and h2 are the enthalpies at inlet and exit of the compressor, respectively. The power 
consumed by the compressor, W, in kW, is given by, 
 

W = ṁ (h2 – h1)                                        (2) 
where ṁ is the mass rate of flow of the refrigerant. 
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The compressor isentropic efficiency, η , was calculated using the following equation, 
 

is = (h2s – h1) / (h2 – h1)                                            (3) 
 

where h2s is the enthalpy at the exit of the compressor after isentropic compression process. 
The heat rejection rate, Qout, in kW, is the rate of heat rejected by the refrigerant, i.e., 

 
Qout = ṁ (h3 – h2)                                                              (4) 

where h3 is the enthalpy at the exit of the condenser. 
 

The refrigeration effect, qin, in kJ/kg, is the heat absorbed by the refrigerant, i.e., 
 

qin = h1 – h4                                                                                                           (5) 
where h4 is the enthalpy at the exit of the evaporator. 
 
The refrigeration capacity, Qin, in kW, is the rate of heat absorbed by the refrigerant, i.e., 
 

Qin = ṁ (h1 – h4)                                                               (6) 
 

The mass rate of flow of the refrigerant in kg/s is calculated from the following expression,  

 

ṁ = [(mC T)water + (mC T)container] / [(h1 - h2)time]        (7) 

 
where m is the mass in kg, C is the specific heat in kJ/(kg.K), T is the temperature difference 
in °C, and h1 and h2 are the enthalpy difference for the evaporator  at exit and inlet during a 
given period of time, respectively. The mass of water and carton container were 0.5 and 0.2 kg, 
respectively. The C values for water and carton used were 4.186 and 2.5 kJ/(kg.K), respectively. 
 
The coefficient of performance, COP, is given by, 
 

COP = Refrigeration capacity / Compressor power = Qin/W                (8) 
 

These quantities are controlled largely by the cycle suction and discharge pressures. For this 
work, these pressures were found by taking the temperatures of the middle condenser and 
evaporator inlet.  
 

For R-134a, ASHRAE code was used, and the saturation pressures were found by 
interpolation within the data in the table of saturated pressures and temperatures, based on the 
thermocouples temperature readings that were placed at the middle of the condenser and the 
evaporator inlet. For R-410A, SUVA code was used, the saturation pressures were also found 
by interpolation as in the case of the original refrigerant. However, R-410A is a mixture of 
refrigerant fluids, and thus it has different pressures at each saturation temperature. But, for 
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simplicity, the average pressure was taken for each state as the difference in pressure between 
the constituent refrigerants is small. That is,  

 
Pavg = (Pl + Pg) / 2                                                               (9) 

 
where Pl and Pg are the pressures at the saturated liquid and vapor lines in kPa, respectively. As 
for the enthalpies at every state of both refrigerants, they were found using the EES 
(Engineering Equation Solver, commercial version 6.883-3D [09/01/03] software). 
 
Results and Discussion. Comparison between the experimental results of the thermal 
performance tests performed on the refrigerator using the two refrigerants, R-134a and R-410A, 
under approximately similar conditions, was carried out and analyzed. The comparison was 
made for the two sets of experiments (variable evaporator temperature and variable condenser 
temperature) based on; power of the compressor, refrigeration capacity, heat rejection, 
coefficient of performance, and compressor isentropic efficiency. 

 
Considering the variable evaporator temperature set of experiments first, Figs. 1 through 5 

display the results for the two refrigerants. Figure 1 shows the effect of evaporating temperature 
on compressor’s power. Although the results are scattered, the power consumption is a little 
lower for the refrigerant R-134a, taking into account that the compressor used was for R-134a.  

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE.1. Effect of evaporator temperature on compressor power. 

 
 
Figure. 2, and 3 gives the relation between the refrigeration capacity and the evaporating 

temperature. For both refrigerants, as the evaporating temperature increases, the refrigeration 
capacity increases. However, the increase in refrigeration capacity for R-410A is greater than 
that for R-134a by about 23%. As a result, the heat rejection rate is larger for R-410A as 
illustrated in Figure. 5. 
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FIGURE. 2.  Effect of evaporator temperature on refrigeration capacity. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE. 3. Effect of evaporator temperature on heat rejection rate. 

 
Figure 4 presents the relation between the coefficient of performance, COP, and the 

evaporating temperature. The figure indicates that as the evaporator temperature increases, the 
COP increases for both refrigerants, although the COP values are higher for R-410A by about 
24% than for R-134a.  
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FIGURE. 4. Variation of coefficient of performance with evaporator temperature.  

 
As for the isentropic efficiency of the compressor, it can be noticed from Fig. 5 that it is 

almost similar for both refrigerant, being around 85%  3%. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
FIGURE. 5.  Effect of evaporator temperature on compressor isentropic efficiency. 

 
Figures 6 to 10 present the results of the second set of experiments where the condenser 

temperature is varied. Figure 6 display the effect of changing the condenser temperature on the 
compressor’s power. The results indicate that the power consumption increases with the 
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increase of the condensing temperature for both refrigerants, but it is lower for the refrigerant 
R-410A by about 3.5% than that of R-134a. 

 
 

  
 
 
 
 
 
 
 
 
 
 
 
 

 

FIGURE. 6.  Effect of condenser temperature on compressor power. 

 
Figure 7 shows the influence of varying the condenser temperature on the refrigeration 

capacity. As one expects for both refrigerants, as the condensing temperature increases, the 
refrigeration capacity progressively decreases. The trend decrease in the refrigeration capacity 
for R-134a is lower than that for R-410A by about 3%. The power and refrigeration capacity 
variation with the condensing temperature results in a heat rejection rate slightly lower and 
steeper for R-134a than for R-410A as shown in Figure. 8. 

 
 
 
 
 
 
 
 
 
 
 

 

FIGURE. 7.  Effect of condenser temperature on refrigeration capacity. 
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FIGURE. 8.  Effect of condenser temperature on heat rejection rate. 
 
The relation between the coefficient of performance, COP, and the condensing temperature 

is illustrated in Figure. 9. The figure indicates that as the condenser temperature increases, the 
COP decreases for both refrigerants. This is so since the refrigeration capacity decreases, and 
the compressor power increases with an increase in the condensing temperature. The COP 
values are higher for R-410A by about 7% than for R-134a. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE. 9.  Effect of condenser temperature on coefficient of performance. 
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The isentropic efficiency of the compressor is slightly higher for R-134a than R410A when 
the condensing temperature was changed as given in Figure. 10. Both trends of efficiencies are 
reduced with reduced condenser temperature. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE. 10. Effect of condenser temperature on compressor isentropic efficiency. 
 

Conclusions. This experimental study was carried on a small refrigerator to study the 
performance of the refrigerator using each of two refrigerants R-134a and R-410A. The test 
results have provided the following conclusive remarks:  
 

 The power consumption was slightly lower when R-134a was used when the 
evaporator temperature was varied. On the other hand, it was the other way round 
when the condenser temperature was varied. 

 The refrigeration capacity was higher by about 23% for R-410A when the 
evaporator temperature was varied. 

 The heat rejection was higher when R-410A was used at both sets of experiments. 

 The COP of the refrigerator was higher by about 24% for R-410A when the 
evaporator temperature was varied. 

 
The isentropic efficiency, however, was generally slightly higher when R-134a was used, 

not forgetting that the compressor used was an R-134a compressor. 
 
In general, the results indicate the possibility of dropping in refrigerant R-410A in place of 

refrigerant R-134a with a remarkable improvement in the coefficient of performance. 
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ABSTRACT. This paper proposes a new algorithm for the optimal placement of the 
phasor measurement unit. The proposed algorithm is based on the concept of finite 
space solution of any binary problem. This algorithm has considered all possible 
cases; therefore, the possibility of obtaining a global solution is very high. The large 
system is divided into several subsystems. The buses (transmission lines) connected 
between the subsystems are called interconnected buses (lines). The proposed 
algorithm is implemented through two steps. First step identifies the optimal 
placement for each subsystem by checking on all possible solutions, the overall 
optimal placement for the entire system is gathered in the second step. Finally, all 
possible placements of the phasor measuring units with the optimal numbers are 
identified to select the best placement based on the user applications. In this work, the 
Jordanian power system is considered as a case study to validate the proposed 
algorithm. Four algorithms in the literature are used for the comparison using 
different IEEE test systems. The algorithm is computed in MATLAB 2020a. 

Keywords: Wide-area monitoring system, Phasor measurement units, Optimal PMU placements, Jordan power 
system, Global Binary Algorithm, Connectivity matrix algorithm. 
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1. Introduction. 
 Wide Area Monitoring Systems (WAMS) can be defined as a collective of information, 

communication, and measurement technologies to measure, transfer, and manage data of the 
power system dynamically. Different main applications of WAMS are presented in the 
literature for various power system aspects [1-5]. Phasor measurement units (PMUs) can 
provide synchronized phasor measurements of voltages and currents in a wide geographical 
area based on a standard reference time frame. Considering the financial cost, data transmission 
and analysis, and technical benefits, the suitable placement of PMUs in power systems becomes 
critical [6]. The concept of Optimal PMU Placement (OPP) is to install the minimum number 
of PMUs that can provide full observability [7-8]. 

Different OPP algorithms are presented in the literature. Artificial intelligence techniques 
based on the Practical Swarm Optimization (PSO) algorithm are used to improve the result of 
OPP algorithms in [9]. Other algorithms [10] use the linear optimization technique to solve the 
binary problem of OPP. Multi-Stage OPP considering substation infrastructure is presented in 
[10]. An integer linear program (ILP) is a fast and easy-to-implement algorithm, and it is used 
to solve the OPP problem [11-13]. In [14], a hybrid ILP-based method is proposed to cover all 
possible solutions to the OPP problem. Some common OPP approaches are the Depth-First 
Search (DFS), Graph-Theoretic (GTH), and Simulated Annealing (SA) Methods. A more 
detailed summary of these common methods is in [15]. The Modified Simulated Annealing 
Method is proposed in [16]. Generally, OPP can be categorized into: Heuristic, Meta-Heuristic, 
and Deterministic Methods [17], where DFS [18-19] Domination Set [12,20], and Greedy 
Algorithm [21] are examples of Heuristic Method. GA [22] and PSO [23] are examples of Meta-
Heuristic Method, and Integer Programming [24]. Binary Search Method [25-28] are examples 
of Deterministic Method.  

The significant difference among the previous algorithms is the number of PMUs required 
in a specific system [29-32]. Some algorithms give an acceptable solution for some systems 
and are not sufficient for others. Therefore, there is a necessity to develop a new algorithm for 
the OPP problem for any scenario [33-35]. In this paper, the proposed algorithm searches for 
all optimal PMU placements of any power system. 

2. The Problem Definition.  
The main application of the WAMS plays a significant role in the selection of the OPP 

(number of PMU and their locations) in any system; on the other hand, the primary application 
of WAMS is monitoring. For monitoring application, the system should be fully observable by 
the PMUs where the definition of the fully visible system is derived from the linear state 
estimator. The phasor voltage at all buses (substations) can be known by direct measurements 
or pseudo measurements. The phasor voltage is obtained by direct measurement when a PMU 
is installed at a bus. The pseudo measurements can be summarized as follow:  
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- If a PMU is installed at a bus, all adjacent buses are observable using Ohm's law on the 
interconnected lines.  

- If the voltages of two adjacent buses are known, the current in the connection line can be 
calculated.  

In addition to these two straightforward relations, any ideal node (does not have any load or 
generator), called zero-injection bus (ZIB), has another two concerns:  

- If ZIB and all connected buses are observable except one, then the non-observable bus's 
voltage can be estimated using ohms law. 

- If all adjacent buses to a ZIB are observable, then the voltage of the ZIB can be estimated 
using nodal analysis. 

Either the first or the second relation should be used at a ZIB, not both. The selection between 
these relations gives the problem additional Freedom of Solution (FOS). The merging technique 
in [7] is applied to implement the ZIB in this algorithm. The OPP problem can be translated 
into a constrained optimization problem where the objective function (cost) minimizes the total 
number of PMUs needed to be placed, and the constraint is the observability of each bus in the 
network. In general, the optimization problem can be written as follow: 

𝑜𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒 = min ∑ 𝑥   ,   𝑓 = ∑ 𝑎 𝑥 , 𝐹 ≥ 𝐼                 (1) 

Where F is the observability vector  [𝑓 , … . , 𝑓  ],  𝑓 = 1 if bus k is observable and 0 if not. 
𝑋 is a binary vector that represents the placement of the PMUs [𝑥 , . . . . . 𝑥  ],   𝑥 = 1 if a PMU 
is placed at bus k and 0 if not. N is the total number of buses. 𝐼 is a unit 1 × 𝑛 vector [1 1 1 . . . 1]. 
The connectivity matrix A is a square 𝑛 × 𝑛 matrix represents the network topology 
[𝑎 , . . 𝑎  . , 𝑎 ]. If bus i and bus k are connected, 𝑎  =  1 and zero if not. The elements in 

the main diagonal of A are always ones.  

If the redundancy on measurements is needed, the observability condition (𝐹 ≥ 𝐼) shall be 
changed to (𝐹 ≥ 𝐵). The new term (B) represents the order of measurement redundancy. 
Hence, in the power system, to apply the n-1 criteria, the B vector should be twos. Based on the 
concept of the connectivity matrix and redundancy vector, equation (1) can be updated to: 

𝐹 = 𝐴 × 𝑋      , 𝐹 ≥  𝐵                                                      (2) 

3. The Proposed Algorithm.  

The proposed algorithm assumes that the local bus does not affect the observability of the 
remote one. Hence, the vast interconnected power system can be divided into multi areas 
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(subsystems). The observability of each subsystem is independent of the others. As the space 
solution of binary problems is finite, it can check all possible solutions without exceptions. The 
probability of getting a global solution here is 100% because all potential cases are considered. 
The proposed algorithm has three major stages: split the system into smaller subsystems, obtain 
the OPP of each subsystem, and gather the OPP for the overall system. 

3.1 Splitting Algorithm. 

 This algorithm provides a new connectivity matrix (modified matrix) to make the global 
binary method more efficient. The necessity of this algorithm comes from the problem of vital 
size space solutions for massive systems. At 30-bus system, the size of the space solutions is 
(𝑟 =  2 − 1). The division process must ensure the minimum number of interconnected 
buses to improve the algorithm's behavoiur and reduce the operation of the second step. 

The systematic procedure of the splitting algorithm can be summarized as follow: 

1- Select the minimum integer number greater than or equal to (N/30), the number of 
subsystems, and select the size of each subsystem. 

2- Start from the first row and sum all the first subsystem, second, third, … to the end. The 
summation should not include main diagonals elements. 

3- The maximum summation in the k row corresponds to the appropriate group. Then, move 
the kth row and the kth column to a position in the best group. 

4- Carry on until all buses are selected in their best group and make a modified connectivity 
matrix that is all centralized around the main diagonal. Change the size of any subsystem if 
it is necessary.  

5- Identify the inter-connected buses. 

For example, consider a small system with ten buses is used. The connectivity matrix is 
shown in Figure 1(a). The empty elements refer to zeros. Applying the previous steps as follow:  

1. Suppose that the system is divided into three subsystems (3, 3, and 4 buses, respectively). 
In the connectivity matrix, Figure 1(a), the matrix is colored by yellow, green, and brown 
to distinguish between subsystems.  

2. From the figure, the summation of the elements of the first row is zero in the first area, one 
in the second, and 2 in the third (Do not consider main diagonal in summation).  

3. The first row is classified in the third area, so the appropriate group of the first bus is the 
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third.  The first row should be replaced by bus 7 or 9, classified in the first area. Let us 
select bus 9; the ninths must replace the first column and row. The new matrix will be as 
shown in Figure 1 (b).  

4. The second iteration shows that bus two is classified in the second zone, while bus six is 
ranked in the third and bus 7 in the first zones. The final modified matrix is shown in Figure 
1 (c).  

5. From Figure 1 (c), the interconnected buses are buses 2 and 3. 
 

1 2 3 4 5 6 7 8 9 10
1 1     1  1  1
2  1 1 1 1      
3  1 1    1  1  
4  1  1       
5  1   1      
6 1     1     
7   1    1    
8 1       1   
9   1      1  

10 1         1       

9 2 3 4 5 6 7 8 1 10
9 1  1     
2  1 1 1 1      
3 1 1 1    1   
4  1  1       
5  1   1      
6     1   1  
7  1    1    
8       1 1  
1    1  1 1 1

10        1 1      

9 7 3 4 5 2 6 8 1 10
9 1  1     
7  1 1      
3  1 1   1   
4   1  1     
5    1 1     
6  1 1 1 1     
7      1  1  
8       1 1  
9      1 1 1 1

10        1 1
 

   (a) original matrix    (b) the first modification     (c) the last modification 
FIGURE 1.  Split Algorithm, Example of 10-bus system. 

From Figure 1(c), the density of the ones is around the main diagonal. All subsystem connectivity 
matrices can be identified by ignoring all ones out of the selected area, Figure 1(c). The connectivity 
matrix of the first subsystem is the yellow 3 × 3 matrix. The green 3 × 3 matrix represents the second 
subsystem connectivity matrix. Finally, the third subsystem connectivity matrix is represented by the 
orange 4 × 4 matrix. Based on this algorithm, any vast system can be divided into any number of smaller 
subsystems.  

3.2 Step one: OPP of each subsystem 

 In the first step, as shown in Figure 2 (a), the proposed binary global algorithm is applied to 
each subsystem to obtain sub-space solutions. It uses the concept of limited space solutions for 
any binary problem. Figure 1 consists of 13 blocks described below:  

- The split algorithm, previous section, defines blocks 1,2 and 3. This algorithm is repeated 
for each subsystem.  

- Block 4: select a random number of PMUs (K) around (N/4) where N is the subsystem's 
size. Set Y=2 for termination condition to stop the algorithm when the OPP is achieved.   

- Block 5: generate all possible combinations of K digits on N space, representing the 
different distribution of K PMUs in the N-Bus system. The total variety of K PMU on the 
N-bus system is given by equation 3. The set of solutions are saved in matrix X.  
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𝑀 =
!

! ×( )!
                                               (3) 

- Block 6: compute observability condition Equation 2. 

- Block 7: check on observability based on required redundancy on measurements.  

- Block 8: If K PMUs make the system observable, check on the value of Y. If Y = 1, stop 
the algorithm, and K is the optimal number.  If Y is not equal to one, try to reduce the 
number of PMUs (K) in block 9, set the Y =0, and go back to block 5.  

- Block 10: if K PMUs are not sufficient to obtain the required observability level, check on 
the value of Y. If Y is zero, then the optimal number of PMU is greater than the current (K) 
block 12 and generate the location using the observability condition, block 13. If Y is not 
zero, try to add a PMU to the current number (K), set the y value to 1 and go back to block 
5.   

Once this step computes the optimal number of PMUs, the space solution of each subsystem 
(X1, X2, …. ) called sub-space solution is identified. A sub-space solution defines all 
combinations of optimal PMU placements for a specific subsystem. Each subspace solution 
matrix has many rows (vectors); each vector represents a particular placement of PMUs.   

3.2. Step two: Global OPP solution.  

 The second step, Figure 2 (b), selects the new space solution from the combination of sub-
space solutions. By trying to remove PMUs at interconnected buses (which connect one zone 
to another), the final optimal PMU placements will be defined. All sub-space solutions 
aggregation should take all possible crossing between vectors in each sub-space matrix, step 1. 
The second step tries to remove the PMU placed at the interconnected bus and check for system 
observability, see Figure 2 (b). The flow chart of this step is described below:  

- Block one generates a space solution by gathering all subspace solutions from step 1. The 
space solution should cover all combinations between the subspace vectors. In this block, 
the stop criterion (y) is initialized, where (m) is the number of interconnected buses.  

- Block 2: Identify interconnected buses from the split algorithm and initialize counter (i).   

- Block 3: remove the PMU at ith interconnected bus if exist from all space solution matrix.   

- Block 4: compute the observability vector (F) from equation 2 using the complete system 
connectivity matrix.  

- Block 5: check on observability. If any space solution makes the system observable, check 
on stop condition in block 7, return the removed PMU from block 3 and increase the counter 
(i) by one, block 6. 
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- Block 7: check the stop conditions. 

Two conditions are defined: Y for an external loop and (i) for an internal loop. If the stop 
criteria are not achieved, and the system is observable, the removed PMU is permanently absent 
from the space solution to obtain a new space solution with a lower number of PMUs and return 
to block 2. 

Number of subsystems (n)

Identify inter-
connected buses

Identify subsystems

Select random number (k), 
Y=2 

All combination of k PMUs in 
(n) space, X.

Compute observability A*X

Any case make system 
observable

Y=1?

Yes

No

start

stop

K=k+1
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K=k-1
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(a)                      (b) 

FIGURE 2. Flow chart of the global binary algorithm, (a) step 1, (b) step 2. 
 

 

Finally, the proposed algorithm generates the final space solution consisting of all possible 
combinations of PMU placements with the minimum number. Jordanian power network is 
considered as an example in the next section to illustrate the previous sub-sections.  

4. Case Study: Jordanian Power System.  
The Jordan transmission power system has 68 substations after considering the ZIBs, Figure 

3. The proposed split algorithm divides the system into three subsystems, as shown in Figure 
3. The first subsystem, brown color, consists of 22-bus, the second subsystem, green color, 
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consists of 22-bus, and the third subsystem, black color, consists of 24-bus. The interconnected 
buses are: 34, 36, 40, 7, 2, 30, 35, 40, 15, 18, 28, 29, 49, 43 and 44. 

At each subsystem, the global binary algorithm is applied separately, step one. The optimal 
numbers of PMUs are 7, 7 and 8, and the size of each subspace solution is 30, 5, and 55, 
respectively. The total space solution, Figure 2 (b): block 1, consist of (7+7+8=21) PMUs with 
size (30×5×55=8250).  
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FIGURE 3. Single Line Diagram of Jordanian power system 

When applying the second step by removing inter-connected buses, the result shows that 21 
PMUs are enough to observe the overall system with 2760 placement options. The second step 
results show that the PMU at bus 43 or bus 44 (not both) is unnecessary. Based on this result, 
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2760 placement options are available for the linear state estimation to get full observability. 
Other criteria could be achieved to select one of these placements like:  

- Maximum redundancy: which solution gives the maximum number of redundant buses?  
- Oscillation monitoring and analysis: which solution covers the maximum number of 

generator substations and tie-lines? 
- Stability assessments: Which solution consists of the maximum number of critical buses 

and the maximum number of loge transmission lines? 
- Remedial Action Scheme (RAS): the solution's priority can be defined based on special 

applications like load rejection, reactive power compensation control, HVDC controls, local 
generation units trip based on transmission line outages, wide-area generation tripping 
based on extra-high voltage line outages.  

- Other applications like black start monitoring, model validation, disturbance analysis, 
frequency response analysis,  

 

For example, each special function can be given a weight based on the user priority. Then, 
the optimal placement can be selected based on the maximum wights. Some applications with 
weights are defined for the Jordanian power system as follow:  

1. Monitor the low-frequency oscillations with weight 40%  
2. Voltage stability monitoring with weight 24 %  
3. Disturbance analysis for some transmission lines (TL43-49, TL 49-40, TL 40-30, TL 30-

18, TL 18-7, TL 7-2, TL 2-49, TL 49-57, TL 57-61) with weight 20 %  
4. RAS: Wide area generation tripping based on tie-lines outages in addition to some extra-

high voltage outages like (TL 57-61 and TL57-49) with weight 10%  
5. RAS: Load rejection based with weight 5%.  

 

In addition to these objectives, the maximum location that provides maximum redundancy 
in the measurements will be preferable. Table 1 shows the implementation of these objectives 
for each busbar. The cross indicates that the bus affects the goal. The summation of the weights 
is calculated in the last column to define the bus importance. From the space solution in the 
proposed algorithm, the maximum weights vectors are the best. Appling these objectives to the 
2760 options in the proposed algorithm give us the optimal 18 locations with the maximum 
weights presented in Table 2. 
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TABLE 1. Implementation of real application in each substation (busbar) 
 

Bus 
number 

Obj. 1 
(40%) 

Obj. 2 
(25%) 

Obj. 3 
(20%) 

Obj. 4 
(10%) 

Obj. 5 
(5%) 

Total 
(%) 

1     X 5 
2  X X X  55 
7 X X X X  95 
8     X 5 
11 X  X   60 
12 X  X  X 65 
13     X 5 
14  X    25 
15     X 5 
16     X 5 
18 X X X X  95 
19     X 5 
20 X     40 
22 X     40 
23     X 5 
24     X 5 
25     X 5 
30 X X X   85 
33     X 5 
34  X   X 30 
35  X   X 30 
36     X 5 
40 X X X X  95 
41     X 5 
42 X X X   85 
46     X 5 
48     X 5 
49 X X X X  95 
52 X X    65 
57 X X X X  95 
58 X     40 
59 X X    65 
60     X 5 
61 X X X X  95 
62 X X    65 
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TABLE 2. optimal 18 PMU locations for Jordan power system considering some real 
applications 

 
s.n  Optimal 18 locations 
1 3 11 12 13 18 19 23 27 30 34 38 40 42 48 49 52 54 57 61 62 65 
2 3 11 12 13 18 19 23 27 30 34 38 40 42 48 49 52 54 57 61 62 68 
3 3 11 12 13 18 19 23 27 30 34 38 40 42 48 49 52 55 57 61 62 65 
4 3 11 12 13 18 19 23 27 30 34 38 40 42 48 49 52 55 57 61 62 68 
5 3 11 12 13 18 19 23 27 30 34 38 40 42 48 49 52 56 57 61 62 65 
6 3 11 12 13 18 19 23 27 30 34 38 40 42 48 49 52 56 57 61 62 68 
7 4 11 12 13 18 19 23 27 30 34 38 40 42 48 49 52 54 57 61 62 65 
8 4 11 12 13 18 19 23 27 30 34 38 40 42 48 49 52 54 57 61 62 68 
9 4 11 12 13 18 19 23 27 30 34 38 40 42 48 49 52 55 57 61 62 65 
10 4 11 12 13 18 19 23 27 30 34 38 40 42 48 49 52 55 57 61 62 68 
11 4 11 12 13 18 19 23 27 30 34 38 40 42 48 49 52 56 57 61 62 65 
12 4 11 12 13 18 19 23 27 30 34 38 40 42 48 49 52 56 57 61 62 68 
13 8 11 12 13 18 19 23 27 30 34 38 40 42 48 49 52 54 57 61 62 65 
14 8 11 12 13 18 19 23 27 30 34 38 40 42 48 49 52 54 57 61 62 68 
15 8 11 12 13 18 19 23 27 30 34 38 40 42 48 49 52 55 57 61 62 65 
16 8 11 12 13 18 19 23 27 30 34 38 40 42 48 49 52 55 57 61 62 68 
17 8 11 12 13 18 19 23 27 30 34 38 40 42 48 49 52 56 57 61 62 65 

Table 2 shows the optimal 18 locations for the Jordanian power system considering the 
previous applications. The best solution should give the maximum number of redundant buses. 
The maximum number of redundant buses can be achieved by the first six solutions from the 
18 cases, Table 2. For these six sets, 27 buses can be observed by more than one PMU.  

Finally, the proposed algorithm is applied to different IEEE test systems with different 
scenarios. Table 3 shows the comparison of the proposed algorithm with the previous literature. 
The results of the second step in the proposed algorithm, observability for linear state 
estimation, are used in the table. 
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TABLE 3. comparison results with other methods 
  

Test 
system 

Case Proposed Algorithm Ref 
[7] 

Ref 
[26] 

Ref 
[27] 

Ref  
[28] Space 

solution size 
No. of 
PMU 

IEEE-14 
Bus 

Without 
ZIB 

5 4 4 4 4 N/A 

With ZIB 1 3 3 3 3 3 
n-1 

criteria 
4 7 7 7 7 7 

IEEE 30-
bus 

Without 
ZIB 

858 10 10 10 10 N/A 

With ZIB 68 7 7 7 7 7 
n-1 

criteria 
184 15 15 15 17 16 

IEEE 
118-bus 

Without 
ZIB 

1457 31 32 32 32 N/A 

With ZIB 765 28 28 28 28 29 
n-1 

criteria 
3521 61 62 64 65 62 

 
 
5. Conclusions.  

  This paper proposes a new algorithm to obtain a global solution to the OPP problem. This 
search algorithm considers all possible solutions without any exceptions. In this algorithm, the 
probability of getting the global solution for any system is 100 % because all space solutions 
are checked. Jordan Power system, which contains 68 buses, is taken as an actual system for 
validation purposes. Different WAMS applications are selected as examples to obtain the 
optimal placements that can achieve the maximum benefits for specific applications. Different 
IEEE test systems are used to validate the algorithm and compare it with others. 
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